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Abstract

Is the poor human capital investment of rural Indemilies primarily a supply side or a demand sg$eie? Can
time use data help analyze some of the hidden diimes of development? We examine school attendande
total human capital investment time (time in schplois travel time plus in-home instructional timesing the

Indian Time Use Survey of 1998-1999 and the 7thiidia School Education Survey (AISES). Probit aath-

ple selection bias regression estimates indicatethie influence of supply side factors (schoolligpgand avail-

ability) is large relative to the impact of houskhoharacteristics (e.g. low income). We discugsghblicy im-

plications and illustrate the advantages of timedeta in analysis of development.
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1 Introduction

The crucial role of human capital makes it all there essential to pay attention to the close
relation between sensible public action and econgrogress, since public policy has much to
contribute to the expansion of education and tlenption of skill formation. The role of wide-
spread basic education in those countries withessfal growth-mediated progress cannot be
overemphasized “(Dreze and Sen, 2002)".

The value of education for development is increglgimecognised — both in the instrumental
sense of enabling rapid growth in GDP and in theedti attainment of human self-

consciousness and capability. India has been otteedastest growing economies in the world
today, but within India, and particularly withinrah India, the distribution of educational op-
portunities and attainment is highly unequal. S¢hao tents or outdoors, or with absentee
teachers, coexist with schools whose teachers eswlirces are “world class” in quality and
there is substantial variation across regions énaberage level, and in the inequality in quality
in local schools.

Although no individual family can decide the natofeheir local school system, those systems
are (at least partly) the product of a collecti@ice, which acts as a constraint on individual
choices. However, given the educational alternatassailable to them in their local area, indi-

vidual families may make very different decisiorgarding their children’s schooling — choic-

es which will have enormous implications for thefildren’s lives. This paper therefore asks:

How much of the inequality in human capital invesirhin rural India can be explained by the

supply side (i.e. variation in the availability agdality of locally available schooling), and how

much can be attributed to the demand side (i.eatvam in the attributes and choices of stu-
dents and households)?

As well as our direct interest in the substantsae of school attendance, one of the purposes
of this paper is methodological. We use two soumfedata — the Indian Time Use Survey
(ITUS) and the All India School Education Survey$&S), and we match these two sources at
the state level. The former provides data on tipensby children on human capital accumula-
tion, and the latter provides indicators of schapadlity and availability. Our perspective is that
some crucial aspects of the development procegsheman capital investment, social capital
formation, environmental degradatiémargely occur outside the market economy and ol
decisions about time allocation within householdsgeneral, the data on market incomes and
financial flows of households which economists liguanalyze cannot reveal much about in-

The literature on education in India is volumisand we do not attempt to survey it here. Someitapt
references are PROBE (1999); Dreze and Sen (20@Rthe references therein.

In a previous paper (Motiram and Osberg 2010a)hawve used the ITUS to assess the relative imprataf
‘bridging’ and ‘bonding’ social capital for accessdrinking water. In future work, we plan to liikUS data
to geo-coded data on deforestation.
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dividuals who have little or no money income or exgiture (e.g. children; many women; the
very poor). However, every individual has 24 hooirsime, every day, so the analysis of time
use data can help us understand the lives of pedmpbeare often ignored in studies using con-
ventional data. We hope to illustrate the potengidvantages of time use data, particularly
when merged with other data sources, in analyzeydspects of the development process.

Analysis of time use data is particularly importamtdeveloping countries, where the propor-
tion of poor tends to be high, the informal/unorigad sector employs a substantial proportion
of people and the process of development is spifaictivities and individuals from the infor-
mal economy of the household to the formal market®s. We argue that representative sur-
veys of time use within households can help enostyoim measuring the extent of the infor-
mal household economy and in understanding itstoamation during the structural changes
of the development process. We hope that this pamsdes an impetus (at least to a certain
extent) to the collection and analysis of time dat& in developing countries.

Section 2 of the paper begins with a brief desionipbf our data sources — the Indian Time Use
Survey of 1998-1999 (ITUS) and the 7th All Indieh8ol Education Survey of 2002 (AISES) —
and presents an overview of school quality, atteadaand time spent by children on human
capital accumulation in India. Given that the ITidShe only large representative time use sur-
vey available on India our paper is the first teastigate schooling and human capital accumu-
lation using certain unique features of this d&tction 3 then presents probit estimates of the
probability of school attendance while Section #susample selection bias regression tech-
niques to examine the determinants of total hunagmtal investment time (i.e. time spent in
school plus travelling to and from school plus hami and in-home instructional time). Sec-
tion 5 uses these estimates to compare the magniaind the inequality, of the human capital
investment which is influenced by inequality in @sg to school facilities, relative to the impact
of the social exclusion, low income or low educatdad Indian families. Section 6 concludes.

2 Description of the data

2.1 The Indian Time Use Survey

The Indian Time Use Survey (ITUS) was conductedth®y Central Statistical Organization
between June 1998 and July 1999 (for a detailedriggion of the methodology, see ITUS
(1998)). The survey followed a two-stage stratifiaddom sampling design (similar to the one
used in the National Sample Surveys (NSS)) to cblieformation on 18,591 households
(12,750 rural and 5,841 urban) with 77,593 pergbB8981 rural and 23,612 urban). To capture
seasonal variations in the time use patterns,uheg was conducted in four rounds during the
year. A team comprising of two people, one malethedther female, stayed in each village or
urban block for nine days and compiled time diaf@snormal, abnormal and weekly variant
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days® Respondent households were first visited to asbessweekly pattern of time use and
then revisited to complete a full diary of actig&i concerning the previous day for all house-
hold members over six years of age. The data sgaics an individual record of the day’s ac-
tivities of each adult and child over the age a@f ai household-level record of household char-
acteristics and an individual-level record of indival characteristics. Although in theory,
normal, weekly variant and abnormal days couldalstudied separately, since the proportions
of abnormal and weekly variant days were found eémbgligible’ we focus only on normal
days in this paper.

The survey was conducted in six states: Haryanalhlym Pradesh, Gujarat, Orissa, Tamil Na-

du and Meghalaya representing northern, centradfeme, eastern, southern and north-eastern
regions, respectively. Although a question can dised about whether data from six states
could fully capture the diversity of India, Hirwg2000:11) has argued that “cross-checking of

the results has confirmed that the sample is fagyesentative of the country.”

One of the advantages of the ITUS is that timedata enables direct examination of whether
an individual actually attends an educational togbn or not- i.e. we can distinguish between
attendance and mere enrolment (as inferred fronptineipal status of the individual as “stu-
dent”). As well, we can examine the total time gg®neach person in the household on human
capital investment, adding up the time spent oendtince, on travel to school and on instruc-
tion within the home. The first two components @alevant only for children (who can actually
attend school), whereas the third is relevant fathlzhildren (as receivers of instruction) and
adults (i.e. parents or other elders in the househ@s providers of instruction). In a previous
paper (Motiram and Osberg, 2010b), we examineduasbon within the home by parents.
Here, we focus on children and the determinanthef attendance and human capital invest-
ment time.

As in our previous paper, we divide children intwee age groups: 6-10, 11-14 and 15-18,
roughly corresponding to primary, upper primary aedondary/higher-secondary educational
levels, respectively.Attendance rates fall off for both boys and gasschildren age, reflecting
both absenteeism and school dropout. At all adgpesattendance rates for boys are higher than
the same for girls, a gender differential that ischn greater (and increases more with age) in
rural than in urban areas. For all age groups, fmwthoys and girls, the attendance for Sched-
uled Castes and Tribes (SC and ST), which arerfaatly disadvantaged groups in the Indian

¥ An“abnormal” day is defined in the “Instructidfanual for Field Staff’ ITUS (1998: 23) as “thatydaf the
week when guest arrives, any member of the houdehaldenly falls sick, any festival occurs, etd.he
“weekly variant” is “determined according to thettean of the major earners holiday. If the majomea do-
es not holiday, then school children’s holiday W@ taken. If even this is not applicable, then ofaweekly
hat (bazaar) may be taken” (ITUS 1998: 23).

Hirway (2000:24) noted that: “On an average,hef total 7 days, 6.51 were normal, 0.44 weeklyardrday
and 0.05 was abnormal day... in rural areas peopltree their normal activities on holidays also.”
Primary stage is from class 1 to class 5, extef@ujarat and Meghalaya, where it is from clage tlass 4;
Upper primary stage is from class 6 to class 8epin Gujarat (5 to 7), Meghalaya (5 to 7) ands€ai(6 to
7); Secondary and higher secondary stages arediasa 9 to class 12 in Haryana, Madhya PradesHi amd
il Nadu, and from class 8 to 12 in the other stdtesll the states, higher secondary stage inslutbsses 11
and 12. See the AISES publications referred tovbelo
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context, is lower than for others. Female literagthin the household also plays an important
role — the presence of a literate female adult faaher, or an elder sister) at home is strongly
positively correlated with attendance for all ageups for both boys and girls.

Our time use data enables us to calculate totabhurapital investment time for children - i.e.
the sum of time spent in school, on travel to stlamol on work at home. Overall, given their
lower rate of school attendance, girls spend oavamage less time than boys on human capital
investment at all ages — in total, and for eaclviigi(attending school, homework or travelling
to school). However, the difference between boys @inls is driven by participation — when
we consider girls and boys who spend some timenoedaicational activity, on the average,
they spend similar times at that activity, at giés.

In analyzing time use data collected using theyddithry method one must recognize that the
time devoted to particular activities may vary wygddor the same individual, from day to day
and some activities are not necessarily observedyaeday. Hence, in order to understand the
relative importance of particular activities, onesnthink in an expected value sense, and esti-
mate the probability of episodic activities, and #xpected value of time spent in each activity.

Fortunately, in doing such estimation, one is restassarily limited to the variables in the orig-
inal time use survey data set. The fact that tieatlon of each respondent is known enables
researchers to combine datasets using their gduigrapdes. In the merged data set, each indi-
vidual respondent’s record combines the time useesis data on individual daily time use
with variables, drawn from other data sources, nm@ag characteristics of the area in which
they live. This enables the researcher to assesfinence that local area characteristics may
have on the time use of respondents in that areaemploy this technique in this paper, as we
have in others (e.g. in Motiram and Osberg (201@&gre the relevant characteristic of the
local area is the availability of groundwater papita at the district level).

2.2 The Seventh All India School Education Survey

Because the state that each respondent livesrecaded in the ITUS micro-data, each re-
spondent household in the ITUS can be exactly nedtchsing the geo-code for each state, to
state level data from the Seventh All India Schedlucation Survey (AISES). The AISES col-
lected comprehensive data on a census basis on et of school education in India, as of
September 30, 2002, e.g. the availability of scimgalacilities in rural habitations, physical and
educational facilities in schools, enrolment, teashand their academic and professional quali-
fications etc. Some of this data, at the national state level, is available in published reports,
and we present some indicators for major statd@sble 1.

We can observe from Table 1, which includes bothlipiand private schools, that within In-
dia, there is remarkable variation across stat@sdicators of schooling. For example, in rural
Meghalaya, only 77 percent of primary schools hadaa or partly pucca building.
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Tablel
Indicator s of schooling in various states of India
% Pucca/Partly Pucca Pupil to teacher ratio Schools
Primary Upper Secon- Higher Primary Upper Secon- Higher Available
primary  dary secon- primary dary secon-
dary dary
A.P. 85.4 92.3 96.1 95.4 33 31 31 28 4.886
Assam 80.7 75.5 83.9 95.6 31 16 18 20 5.521
Bihar 89.3 92.5 94.8 95.0 85 76 49 23 2.024
Chhattisgarh  92.6 92.1 93.7 97.6 43 39 30 32 6.018
Goa 98.8 100 99.5 100 17 13 23 21 7.643
Gujarat 90.2 98.8 95.9 99.1 28 38 34 37 3.946
Haryana 98.7 99.5 99.5 99.3 42 26 28 30 2.964
H.P 89.5 78.1 92.3 95.6 22 15 25 24 9.692
J&K 80.0 91.2 93.8 98.6 20 20 20 23 5.562
Jharkhand 92.3 94.7 98.1 100 59 60 43 30 3.018
Karnataka 96.2 99.1 97.0 99.8 27 38 26 33 4,787
Kerala 99.2 99.4 98.8 99.6 28 28 27 29 1.889
M.P 91.2 87.7 914 96.0 39 31 27 28 5.179
Maharashtra  97.8 98.7 91.8 98.0 30 35 33 39 4.162
Meghalaya 77.0 82.9 89.3 97.3 21 16 16 23 10.495
Orissa 95.1 91.7 95.1 100 43 40 23 19 5.838
Punjab 99.5 93.4 99.1 99.9 39 17 23 25 3.840
Rajasthan 97.7 97.3 99.9 100 42 34 28 28 3.773
Tamil Nadu 96.4 98.8 95.5 98.2 35 42 37 37 4.272
u.p 97.7 96.7 99.0 99.5 61 37 44 55 2.846
Uttarakhand  97.2 93.9 97.4 99.9 29 19 23 27 8.381
West Bengal 91.7 89.2 98.3 99.9 55 52 61 58 2.824

Pucca and Partly Pucca is calculated based uparird@gbles 22-25 in AISES (2008a).
For the definition of pucca, see footnote 7.

Pupil to Teacher Ratio (PTR) for primary, uppengary and secondary levels is taken from AISES ()08
Table 59 and for higher secondary level is takemfAISES (2008c),
Table 56. PTR = Number of Enrolled Students/Nund§éreachers.

Schools available=1000*Total Number of Schoolstaated number of children aged 16-18 as on 30 S@p.20
The number of schools is taken from AISES (2008&@bles 22-25 and the number of children from AISES
(2008d), Table 3. * States in bold are in the dneke ITUS sample.
Source: The Indian Time Use Survey, own calculation

On the contrary, in rural Punjab, 99.5 percent rfnpry schools were thus constructed. All

(i.e. 100 percent) upper primary schools in ruraa®ad a good (i.e. pucca or partly pdrca
building, whereas the corresponding figure for Asseas only 75.5 percent.

A school is “pucca” if its walls are made of tfidlowing material: burnt bricks or stone or cementcon-
crete or timber; and its roof is made of tiles dr(@ metal or asbestos) sheets or concrete okdoc stone
or timber. A school is “partly pucca” if its wallse made of the same material as those used inate of a
pucca school, but the roof is made of differentariat (e.g. grass, bamboo, thatch). The other kinids

elJTUR, 2012, Vol. 9, No 1 6



Sripad Motiram and Lars Osberg: Demand or supplysithooling in rural India?

Similar variation existed at the secondary and &igtecondary levels. The differences were
more pronounced for Pupil-to-Teacher Ratios (PTRs). rural primary and upper primary

schools, the PTRs in Bihar were 85 and 76, respaygti The corresponding figures for Goa
were only 17 and 13. The variation was comparaieécondary and higher secondary levels.
Considerable variation also exists in the avaiigbdf schools.

There is considerable variation across the statdsei ITUS sample (marked in bold in Table 1)
which provides identifying variation for the anal/sliscussed below. As one would expect,
states that are considered relatively underdevelape also the ones that are characterized by
poor quality and availability of schools.

3 The probability of school attendance

Since the primary way in which children acquire lamcapital is by school attendance, we
want to understand the factors influencing thelilked that they will (or will not) attend
school — which can be categorized as affectingeitine demand for schooling or the supply of
schooling.

Exploring the demand side first, individual and figntharacteristics influence the perceived
net future returns (monetary and non-monetary) thatilies expect from schooling, which
differ due to different families having differenta’stes” for schooling, or differing opportunity
costs of schooling or differing ability to finansehooling. Both in developing countries and in
affluent OECD nations, the occupational and edooati background of parents has long been
recognized as the crucial determinant of childresdacational attainment and the intergenera-
tional transmission of socio-economic statusdditionally, in the Indian context, caste is an
important factor. Scheduled Caste or Tribe statusdcresult in exclusion or discrimination in
schooling facilities, or in the labour market.

On the supply side of schooling, the availabilindajuality of schools affects the expected net
returns from schooling. As Hanushek et al. (20@8)ctude: “a student is much less likely to
remain in school if attending a low quality schoather than a high quality school.” For most
families, the availability and quality of schools their local area is an exogenous constraint

schools are: kuchcha (walls and roof made of othaterial, e.g. unburnt bricks, bamboo, mud, grassk;
open space (i.e. no building). See AISES (2007d2pp-225).

" See, for example, Dreze and Kingdon (2001), Jantil. (2006), Corak (2004, 2006), Blanden e{(2007),
and Wilson et al. (2007).
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determining the family’s schooling optiofisn this paper, we therefore use state level AISES
data on the availability and quality of schoolse&planatory variables.

Within affluent OECD countries, all of which havelNvdeveloped systems of public education
which provide universally available access to stihgoof reasonably high quality, one could
perhaps neglect the supply side — but India’s cantedifferent (as we saw in section 2.1).
Although there is much discussion of inequalitiegducational opportunity in the school sys-
tem within, for example, the USA, the disparitiesceng US states in availability, physical fa-
cilities and teacher student ratios are far sméhan among Indian states.

We use two indicators of quality, viz. the perceetaf schools with good physical construction
— pucca or partly pucca building — and the Pup&dher Ratio, (which is more of a measure of
teacher availability). Although teacher absenteenperformance on standardized test scores
etc., would perhaps be better measures of actbhabsquality, that data is not available for us
(or, for that matter, to parents) to use — andgsi@bly of less relevance to the decision-making
of Indian parents than the characteristics of thesl which they can actually directly observe
themselves.

As mentioned earlier, this paper addresses theuwelanportance, in the context of rural India,

of individual and household level characteristidsiol influence the demand for education,
compared to the quality and availability of eduaa#il supply. Equation 1 summarizes the dis-
cussion.

(1) Pr(§>0=f(X,F.Q).

Sis the time spent by childin school (including commuting time and homewoik)e proba-
bility that the child attends schodg¥0) is determined byX; - a vector of characteristics of
childi (e.g. age, genderf; - a vector of characteristics of the family thae thildi belongs to
(e.g. caste, education level of the household hesd)Q; - a vector of characteristics describ-
ing the availability and quality of schools in tstate that the childbelongs to. We use a pro-
bit regression to estimate equation (1), consides@parately, rural boys and girls, aged 6 to
10, 11 to 14 and 15 to 8 We estimate these regressions separately bedaeisssumption
that the same model fits all these different agkgander groups may be unsustainable.

AISES data is used to construct for each stateablas indicative of the availability (number
of schools per-capitd and quality of the school system — the percentdghools with good

Writing in the context of the variation in suppd§ local public good in the suburbs of US citiesebout

(1956) argued that individuals could move betwaerisglictions to satisfy their preferences for lopablic

goods supply. If this model were applicable to limdian context, local school system characteristiosild

be endogenous to local household preferenceshbutdture of schooling in India and the more lichiteig-

ration of Indian households for education (NSSO@00akes this a poor assumption, in this context.

In doing so, we recognise that within-state \liy in local school quality can create attenoatbias, bias-
ing downward the size and statistical significaotany estimated coefficient.

Given that there is controversy and debate réganathether weights should be used in regressises Dea-
ton 1997, Section 2.1), we present results withaighted regressions.

We compute the per-capita measures by dividiegtdkal number of schools (Primary to Higher Seeopd
by the number of “potential” students, i.e. childia the age group 6-18 (Table 2, AISES (2007a)).

10

11
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infrastructure (pucca or partly pucca buildingsyl dime Pupil to Teacher Ratio (PTR). In each
state, household micro-data from the ITUS is matchising the geo-codes on each file, to the
corresponding state-level indicators of availapiind quality from the AISES.

Table 2 presents descriptive statistics for thepdelfa In addition to the above independent
variables, two other variables (number of femalgsdal5 or above in the household, and time
spent by the household in fetching water) are ursekle regression on human capital accumu-
lation time (discussed below). We also presentdseriptive statistics for these variables, for
the total human capital allocation time, and it®éhcomponents (school time, home work time
and travel time).

Because we run separate regressions for boys dacgd for each age group, we report sepa-
rately the descriptive statistics for each sampteit-we would not generally expect to observe
big differences between colunifisin our data, it is notable that the majority @bly 57%) of
children live in households which have a self-emptbhead, with less than a primary educa-
tion and have no literate adult female in the hbokk Just under 40% of the households are
landless and about a third are Scheduled Castel@d8led Tribe (SC or ST). Female headed
households are not an insignificant fraction — ewerural India, about 8% of children live in
such households. Although we present here the ¢ipeat on water collection as an average
over all households, arguably that understatesirtie burden on those households who have to
collect water (see Motiram and Osberg 2010a forenaigcussion).

As we can observe from table 2, sample sizes ftg gre lower than the same for boys due to
an adverse sex-ratio prevailing in India. As memgnh above, attendance rates for boys are
higher than the same for girls for all age cohd@imilarly, the total time spent on human capi-
tal accumulation (and its three components) forshisyhigher than the same for girls — this is
largely a reflection of differences in attendanates™* Table 2 shows time spent on education
averaged over all children of the same age andegemacluding those who do not attend
school. The differences between boys and girls,thedirop-off in school attendance with age
explain the declining average time investment im&n capital as children age (for a fuller dis-
cussion see Motiram and Osberg 2010b). None tlse Tedble 2 also reveals the importance of
homework as a proportion of total human capitakstinent time.

12 In the interests of space, given that we haveesxessions, we have presented only the meantandasd

deviation. The maximum and minimum values are atel upon request. Also note that some dependent va
iables are dummies and therefore have a minimumewvadl zero and maximum value of 1.

Households containing older children have soméwiigher average per capita monthly expenditures, n
doubt due to the earnings of teenagers, but therdifce is not statistically significant.

Since only those children attending school wayddnd time accumulating human capital.

13

14
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Table?2
Descriptive statistics, individual and household variables
6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
Age in years 8.426 8.411 12517 12.561 16.481 16.577
(1.278) (1.313) (1.046) (1.051) (1.199) (1.185)
Monthly per-capita 408.086 388.410 430.680 422.432  462.043  449.474
Expenditure (in Rs.) 200.186 181.911 225.816 201.044  233.659  237.619
Fraction
Currently married 0.019 0.141
(0.136) (0.348)
Self employed 0.563 0.559 0.563 0.568 0.579 0.585
(0.496) (0.497) (0.496) (0.496) (0.494) (0.493)
Other employel 0.099 0.098 0.104 0.109 0.102 0.098
(0.298) (0.297) (0.305) (0.312) (0.303) (0.298)
Landles8 0.395 0.392 0.383 0.379 0.374 0.370
(0.489) (0.488) (0.486) (0.485) (0.484) (0.483)
SCor ST 0.375 0.408 0.331 0.322 0.329 0.321
(0.484) (0.492) (0.471) (0.467) (0.470) (0.467)
Female headéd 0.071 0.072 0.071 0.086 0.090 0.106
(.256) (0.259) (0.257) (0.281) (0.287) (0.307)
No literate female 0.588 0.580 0.520 0.480
Adult (older than 15) (0.492) (0.494) (0.500) (0.500)
No literate female 0.583 0.556
Adult (older than 18) (0.493) (0.497)
Education of household head
Below primary 0.556 0.581 0.597 0.656 0.583 0.583
(0.497) (0.493) (0.491) (0.475) (0.493) (0.493)
Primary’ 401 0.420 0.451 0.476 0.434 0.437
(0.490) (0.494) (0.498) (0.500) (0.496) (0.496)
Middle” 0.256 0.256 0.292 0.300 0.268 0.264
(0.437) (0.436) (0.455) (0.458) (0.443) (0.441)
Secondary 0.129 0.131 0.138 0.154 0.138 0.137
(0.335) (0.337) (0.345) (0.361) (0.345) (0.344)
H. Secondafy 0.055 0.052 0.060 0.060 0.056 0.059
(0.228) (0.223) (0.237) (0.237) (0.230) (0.236)
Grad or above 0.020 0.019 0.022 0.026 0.026 0.020

(0.141)  (0.136) (0.148) (0.160)  (0.158)  (0.140)
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Table 2 Cont.
Descriptive statistics, individual and household variables
6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
Winter (Season dumrfy 0.192 0.190 0.174 0.190 0.179 0.176
(0.394) (0.392) (0.379)  (0.392) (0.384) (0.381)
Summer (Season dumfiy 0.265 0.248 0.244 0.242 0.257 0.265
(0.442)  (0.432) (0.430) (0.428) (0.437) (0.442)
Post-monsoon 0.267 0.252 0.257 0.254 0.249 0.247
(0.442) (0.434) (0.437)  (0.436) (0.432) (0.431)
Attending schodl 0.700 0.658 0.661 0.556 0.327 0.208
(0.458) (0.474) (0.474) (0.497) (0.469) (0.406)
Number of females 1.325 1.341 1.432 1.457 1.468 2.214
Above 15 years (0.701) (0.712) (0.785)  (0.797) (0.771) (0.936)
Time spent by HH on 8.908 9.240 11.618 13.623 13.102 15.279
Water collectiof (26.412) (28.276) (31.276) (36.236) (32.836) (37.729)
In-class time §)" 217.524 204.63  212.716  179.446  105.198 68.115
(156.546) (159.211) (164.610) (170.724) (159.090) (140.080)
Homework time K;)° 79.066 73.627 95.144 80.194 61.782 37.958
(94.322)  (90.313) (105.108) (103.304) (108.472) (89.896)
Travel time ;) 27.326 25.292 31.686 25.055 20.784 12.025
(31.024) (35.416) (37.981) (35.181) (39.602) (29.144)
Human capital timé 310.282 291.910 325,511 272.070 172.996 107.610
(222.182) (227.984) (249.023) (256.955) (256.695) (216.635)
Observations 2409 2002 1839 1678 2062 1658

Note. The values reported are means. The valuearantheses () are standard deviations.
Both are for the sample (i.e. not using the sargphmrights).

(a). Dummy variables, 1=Yes and 0=No. For mariiaiLs, there are four possibilities: (i) never reaty (ii) cur-
rently married, (iii) widowed, and (iv) divorced separated. Only a few (7) among those aged 1&lito this
category, and these are all girls.

(b). These dummies refer to the education leveth@Household Head.
(c). =1 if a child is surveyed in a particular smasand 0 if not. For a description of these sesseee p. 10.

(d). All times in minutes per normal day.
Source: The Indian Time Use Survey, own calculation

Table 3 presents the descriptive statistics foistieol quality variables. Note that there are six
states in the sample and these statistics are dechpased upon six observations, one for each
state, for each variable. As we noted above, tisazensiderable variation across states in terms
of their quality indicators.

Table 4 presents the estimates from the probiessgpn. A consistent finding in Table 4, with
only a few exceptions, is the statistically sigrafnt (at 1%) positive correlation between school
attendance and our indicator of high quality schamistruction. Similarly, with a few excep-
tions, as expected, the coefficient on PTR is langgative and statistically significant (at 1%
or 5%). Except for the highest age group (15-18) laoys aged 11-14, the coefficient for the
availability of schools is consistently positivedastatistically significant (at 1%).
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In Table 4, a [0,1] dummy variable identifies hduslels in which there is no literate adult fe-
male (e.g. mother or elder sister). For both bayd girls, for all age groups, this variable
comes through very strongly — statistically sigrafit (at 1% or 5%) and negatively correlated
with school attendance.

Table3
Descriptive statistics, School quality variables

School quality variables

% Pucca or partly pucca schools (primary) 0.915
(0.078)
% Pucca or partly pucca schools (upper primary) 3D.9
(0.069)
% Pucca or partly pucca schools (secondary aneconslary) 0.952
(0.032)
PTR (primary) 34.667
(8.641)
PTR (upper primary) 32.167
(9.928)
PTR (secondary and higher secondary) 28.189
(7.456)
Number of schools per-capita 5.449
(2.665)

Note: (a). See notes to table 1.

(b). The combined (Secondary and H. Secondarykvalobtained in the following manner:
Number of Pucca or Partly Pucca Secondary and Higaeondary Schools/Total Number of Secondary
and Higher Secondary Schools.

The combined PTR (Secondary and H. Secondary)téred in the following manner:
(PTR (Secondary)*Number of Secondary Teachers+RT.Sécondary)*Number of H. Secondary Teachers)/The
number of Secondary and Higher Secondary teachlesnumber of Secondary and Higher Secondary tesmche
are taken from AISES (2008b) and AISES (2008c)yeesvely.

Source: The Indian Time Use Survey, own calculation
The educational background of the head of eachdimld is measured by a series of dummy
variables indicating the marginal influence of salitg attainment, relative to lower levels of
school attainment. The base case is a householil with no formal education, so a [0,1]
dummy variable indicates whether the head has gmmneary school, another [0,1] dummy
variable indicates whether the head has finishadasy school, and another [0,1] dummy vari-
able indicates whether the head has finished migicheol etc. Anyone who has finished pri-
mary school will necessarily be coded [1] for béslome primary” and “finished primary”,
while a middle school graduate will be coded [1] éach of “some primary”, “finished prima-
ry” and “finished middle school” — so the cumula&iwnfluence of education is the sum of coef-
ficients at earlier levels of education.
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Table4
Probit model for the deter minants of attendance
(dependent variable: 1if child isattending school and O if not)

6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
Age in years -0.06%* -0.059*  -0.119*** -0.180*** -0.298*** -0.395***
(0.023) (0.024) (0.031) (0.032) (0.027) (0.038)
Currently married -0.630* -0.391*
(0.357) (0.210)
Self employed -0.074  -0.12¢% -0.136 -0.029 0.107 -0.032
(0.073) (0.078) (0.083) (0.086) (0.083) (0.110)
Other employed 0.2¥7  0.142 0.512**  0.182 0.207 0.016
(0.121) (0.130) (0.139) (0.127) (0.118) (0.149)
Landless -0.081 -0.054 -0.132 -0.050 0.062 0.051
(0.069) (0.074) (0.079) (0.082) (0.077) (0.099)
Monthly per-capita -0.009 0.042~ -0.023 0.045** 0.052%**  0.077***
Expenditure (100s of Rs.)(0.017) (0.021) (0.016) (0.019) (0.014) (0.017)
SCor ST -0.198* -0.195** -0.045 -0.112 -0.028 -0.031
(0.064) (0.066) (0.073) (0.076) (0.072) (0.098)
Female headed -0.127 -0.036 0.020 -0.070 -0.013 -0.004
(0.115) (0.127) (0.130) (0.1212) (0.112) (0.132)
No literate female -0.172  -0.493**  -0.292**  -0.497+**
Adult (older than 15) (0.073) (0.075) (0.075) (0.076)
No literate female -0.288**  -0.517%**
Adult (older than 18) (0.074) (0.093)
Below primary 0.34%3*  0.229~ 0.306** 0.255**  0.147 0.025
(0.089) (0.094) (0.099) (0.098) (0.098) (0.133)
Primary -0.046 0.057 -0.047 0.221* 0.148 0.215
(0.110) (0.110) (0.114) (0.109) (0.107) (0.141)
Middle -0.072 -0.005 0.289+* 0.060 0.203* 0.386***
(0.116) (0.123) (0.120) (0.118) (0.110) (0.135)
Secondary 0.212 0.201 0.104 0.109 -0.007 -0.126
(0.147) (0.157) (0.159) (0.145) (0.130) (0.159)
H. secondary -0.256  0.001 -0.116 0.077 0.196 0.256
(0.205) (0.231) (0.229) (0.229) (0.198) (0.211)
Grad or above 0.155 -0.136 0.504 0.181 0.056 -0.088
(0.278) (0.324) (0.347) (0.329) (0.253) (0.290)
% Pucca or partly 12.34%  9.198**
Pucca schools (primary)  (1.689) (1.783)
% Pucca or partly 3.287** 3.866***
Pucca schools (upper pr.) (2.097) (1.120)
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Table4 Cont.
Probit model for the deter minants of attendance,
(dependent variable: 1if child isattending school and O if not)

6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
% Pucca or partly 5.838* 0.107
Pucca schools
(secondary and
h. secondary) -2.540 -3.712
PTR (Primary) -0.056*  -0.049**
(0.009) (0.010)
PTR (Upper Primary) -0.007 -0.015+*

(0.006) (0.007)
PTR (Secondary and

Higher Secondary) -0.030~**  -0.014
(0.008) (0.010)
No. of Schools 0.147*  0.150~**  0.033 0.151%** 0.029 0.055
Per-capita (0.039) (0.041) (0.042) (0.041) (0.048) (0.065)
Winter
(Saison dummy) 0.611%**  0.245***  0.386***  0.209** 0.040 0.332**
(0.090) (0.093) (0.099) (0.097) (0.090) (0.115)
Summer
(Saison dummy) -0.5688* -0.750** -0.500** -0.626***  -0.499**  -0.329**
(0.074) (0.082) (0.083) (0.089) (0.086) (0.1112)
Post-Monsoon 0.485* 0.106 0.302**  0.065 0.109 0.136
(0.081) (0.085) (0.086) (0.089) (0.080) (0.106)
Constant -9.188* -6.284*** -0.963 -1.516 -0.697 5.336
(1.495) (1.589) (1.159) (1.176) (2.691) (3.908)
Observations 2409 2002 1839 1678 2062 1658

*** 106, ** 5%, * 10%, The values in parenthesesa(e standard errors.
Note. For a description of these variables, seesimt tables 2 and 3.
Source: The Indian Time Use Survey, own calculation

It is evident that for both boys and girls aged@l0, a crucial issue in attendance at primary
school is whether or not one’s parents hamg education> Compared to the base case of no
formal education, the dummy variable for “some @iy is a strongly significant (statistically
significant at 1% or 5%) determinant of school radi@nce for both boys and girls.

The statistical insignificance of higher levelssohool attainment indicates that among parents
with higher schooling levels, there is no particudference in their desire for primary school
attendance by their children. However, for childierhigher age groups, higher educational
levels play a role, e.g. for girls aged 11-14, ¢befficient on primary education is statistically

5 About 87% of children aged 6 to 18 are unmardkitdren of the household head. So, we use termretpa

for ease of exposition.
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significant (at 5%) and positively associated vattendance. Broadly speaking, we can inter-
pret these findings as indicative of an escalatirigrgenerational norm within families for
more education.

Current household income is approximated in theSTiy aggregate monthly expenditure per
capita. The respondents to the ITUS were askedglessummary question about total average
monthly expenditures by the household rather tharseries of questions on categories of con-
sumption which a household expenditure survey waske, to add up total consumption. We
are therefore cautious about possible measurementie this variablé&® — particularly since it

is unlikely to include self-production of food amgel. Nevertheless, income is uncorrelated
with the school attendance of boys aged 6 to 101én 14 (columns 1 and 3). However, the
positive and statistically significant coefficientscolumns 2 and 4 (at 5%) indicate that family
income matters for similarly aged girls — i.e. the&s some evidence of interaction between eco-
nomic disadvantage and gender bias in early saimpolore generally — over and above the
direct influence of parental education — the diatifly significant (at 1%) positive correlation
of household income and school attendance for bois and girls ages 15 to 18 is an im-
portant indicator of inequality of opportunity.

Columns 1 and 2 indicate that the social disadgntd membership in a Scheduled Caste or
Tribe'’ is directly correlated with lower early schoolesitiance, in addition to the influence of
household income or parental education, but colugwts 6 show no statistically significant
correlation with later attendance. In the higheg group (15 to 18), since it is possible that a
child could be married (although the legal ageni@rriage is 18 for girls, and 21 for boys), we
controlled for marital status. As expected, a clsldess likely to attend if he/she is currently
married™® We controlled for the occupational status of tleidehold by taking a labourer
household as the base with the other categoriesy ls#lf-employed (in agriculture or non-
agriculture) and others. As can be seen from t2plke results are not consistent across the age
and gender groups, although there is some evidiiatattendance varies across occupational
categories. Although we include a dummy variabltefdmale household head status and anoth-
er for landlessness, neither is statistically digant, once we have controlled for income and
education.

The ITUS was conducted in different months of tlearyand the date of the normal day was
recorded for each respondent. Since Indian ru@h@mny and society (like in other developing
countries) is dominated by agriculture, we used@eal dummies. We considered the follow-
ing seasons, based upon the climate profile foralQdMD 2011): winter (January, February,

6 Qur caution is also partly due to the relativetyall reported differentials in monthly expendittioe house-

holds with large differentials in land owned. Tlwrelation between monthly per-capita expenditune land
ownership is also very low (0.16).

There is extensive literature on the Indian cagstem and its implications for development. Skatterjee
(1993), Gupta (1993) and Dreze and Sen (2002).

ITUS divides individuals into four categories édsupon marital status — (i) never married, (iiyreatly
married, (iii) widowed and (iv) divorced/separatéd.is expected (since we are dealing with chil)irérere
are very few (7) individuals in the last two catggs, and that too only among girls.

17

18
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December (for Haryana and Gujarat)), summer (Ma#gbrjl, May), South West monsoon
(June to September) and post-monsoon/North Eassooon(October, November, December
(for states other than Haryana and Gujarat)). Taee lcategory we used is the South West
monsoon. We find some evidence that during the ommgwhen a considerable amount of
agricultural work is required), children are notsohool — probably pulled out of school to
work. The coefficient on the winter and post-monmsaummies are positive and statistically
significant for some age and gender groups. Th#ficieat on the dummy for summer is nega-
tive since schools are generally closed duringstimmer.

4 Time invested in education

Time use data enables a much better picture of hwrapital investment, since the total time
invested in education by each childHK)) is the sum of the time he/she spends in cl&3s (
plus the time he/she spends doing homewbkkk glus travel timeT;), to and from school — as

equation (2) summarizes.

2) HK =S+ H+T.

Generally speaking, it is not possible to atterttbstfor %2 or % hours each day, which implies
that the normal school day is a “lump” of time. @my given day, some of the children who
would normally be in school will be absent, duetmpeting work responsibilities, or because
they want to skip school. We only obse&édor those children who actually attend school on
the day surveyed by ITUS, so the estimation of etquEHK; is a classic “sample selection bi-
as” problem in the sense of Heckman (1979). Hewedanclude as an explanatory variable, the
Inverse Mills Ratio (IMR) (denoted &s) derived from the probit estimation of equation (1
above. We also includé/ — time allocated to other activities within theusehold, which may
influence the time allocated to human capital aadation. A general form of the equation can
then be summarized as:

3) E(HK)=9(X,F.Q.W.1).

i is the index for the childX;, F, Q as defined earlier (in (1)), are the vectors ofcchharac-
teristics, family characteristics, and availabilégd quality of schooling, respectively. In other
work™®, we have found that 16% of households in ruraidimhve to spend time collecting wa-
ter (a highly gendered task) for daily use. For degelopment process, an important implica-
tion of carrying water is its possible impact omfan capital acquisition — specifically, on the
time that children will spend in school, travellingdoing homework. Rural women who spend
an average of 47 minutes per normal day carryingemwdo not have that time available to
spend attending to their children — unless pertiagg can delegate the task of fetching water to
their teenage daughters, which may be part oféghsan their daughters withdraw from school.

9 Motiram and Osberg (2010a) presented data ogehdered burden of water carrying, and exploredithe

terminants of piped water availability.
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Even if children are not asked to carry water thelaes, the fact that someone (usually the
mother) has to spend time on this task means thiatren may be asked to perform other
household chores — which implies that total houkktime spent in water collection may affect
school attendance and human capital investfie@iven that Table 4 shows the importance of
adult female education for the school attendancieif children, this impact of water collec-
tion time on female investment in education carekgected to have implications over many
future generations. We also include the number @hen in the household aged 15 or higher
since the task of collecting water can be spread sgveral members.

From the perspective of costs to the householdhallthree component activities (i.e. school,
home work and travel) are part of the cost of hucegital investment, since they all take away
from competing uses of time. However, viewed frdra perspective of returns to investment,
one could consider school and home work time asdipctive” and travel as “unproductive.” It
is not obvious, a priori, if the time spent on hevoek complements or substitutes for school
time — homework could either increase or decreatie quality of the school that the child at-
tends.

In table 5, we report estimates of equation (2)kmys and girls for three age groups (6-10, 11-
14 and 15-18). We ran both Ordinary Least SquabasS] and “Heckit” estimates (i.e. OLS
estimates with the Inverse Mills Ratio (IMR) addesdlan explanatory variable). As is standard,
where the IMR is statistically significant (at 5%ye prefer, and therefore report the Heckit
estimates. Where this is not the case (i.e. ndsstally significant), we report the OLS esti-
mates. There is evidence of sample selection drilyeayoungest age group, for both boys and
girls.

Except for boys aged 11-14, in all age groups, fandooth genders, the amount of time a
household has to spend collecting water for das 1$ negatively correlated with the amount
of time spent on the education of children. Publiticy on water delivery therefore affects
both current and future well-being. The availabilif tap water matters directly for the well-
being of the women who would otherwise have togrenfthe daily drudgery of carrying water
and indirectly for the future earnings and welldgeof the children whose investment in educa-
tion is lessened.

Public policy on the availability and quality oftemling also has a clear impact. For both boys
and girls, the quality of school buildings and #wailability of schools are strongly statistically
significant and positively associated with the harapital investment time of children.

Another lesson from table 5 is the non-homogengiitynpacts by level of education. For ex-
ample, whether a child comes from a Scheduled @asseheduled Tribe family is not statisti-
cally significant for time spent on early educati@ges 6 to 10), but is statistically significant
and negatively associated with time spent in lp¢ars: 11 to 18 (for both boys and girls).

2 Note that water-carrying time is measured atitiesehold level, so it could all be done by aduttere is no

necessary subtraction from the time available ¢bosl of any particular child.
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Table5
Deter minants of human capital accumulation time of children
(dependent variable: Human capital accumulation time in mins/nor mal day)

6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
Age (in years) 14.46%* 13,419+ 9.426*** 9.903*** 3.114 -5.868
(2.275) (2.490) (2.778) (3.212) (3.867) (6.531)
Currently married 21.171 -17.418
(78.119) (48.804)
Self employed 6.876 27.279**  -11.478 1.770 -21.963* 8.858
(6.239) (7.397) (7.862) (9.079) (11.785) (19.337)
Other employed -3.151 15.613 12.030 31.215%** -2.048 2.429
(9.539) (10.470) (10.039) (11.834) (15.157) (22.946)
Landless 6.896 8.419 -17.812%* -6.675 -18.083* 8.397
(5.808) (6.368) (7.264) (8.284) (10.428) (16.335)
Monthly per-capita -2.538 -6.645%* -4,997** -9.035%** 0.185 -3.949
Expenditure (100s of Rs.) (1.311) (1.821) (1.409) (1.774) a.777) (2.667)
SCor ST -6.143 1.425 -17.219+ -30.730+** -35.790***  -37.299*
(6.718) (7.915) (6.801) (8.194) (10.380) (16.478)
Female headed 12.456 13.440 9.317 -27.066** -18.688 -9.735
(10.053) (10.626) (11.723) (12.855) (15.912) (21.033)
No literate female 1.352 30.849** -5.022 -8.788
Adult (older than 15) (6.817)  (13.640) (7.148) (8.644)
No literate female 8.251 -23.298
Adult (older than 18) (10.567) (16.650)
Below primary -9.621 -12.565 -4.223 3.519 -0.088 16.427
(10.137) (10.680) (9.450) (11.263) (14.566) (23.631)
Primary 6.045 -24.108*** 0.630 -13.230 -38.828**  -27.591
(8.293) (9.085) (10.450) (11.280) (15.047) (23.283)
Middle 0.497 4.807 14.115 19.773* 28.686%* 16.251
(8.714) (9.460) (9.947) (11.084) (14.310) (20.235)
Secondary -15.298 -9.333 -9.333 -8.733 8.692 -37.36%
(10.653) (11.812) (11.455) (12.691) (16.194) (21.567)
H. secondary 31.055 27.436* 15.407 18.890 2.299 40.949
(15.262) (15.987) (16.497) (18.663) (22.380) (27.166)
Grad or above -28.560 -9.919 15.982 -5.074 -36.120 -5.338
(19.953) (22.059) (21.492) (23.641) (27.199) (35.821)
% Pucca or partly 1272.23% 1291.079**
Pucca schools (Primary) (272.504) (262.559)
% Pucca or partly 558.231**  463.390**
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Table5 Cont.
Deter minants of human capital accumulation time of children
(dependent variable: Human capital accumulation time in mins/nor mal day)

6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
Pucca schools
(Upper primary) (112.404) (122.217)
% Pucca or partly 2613.852**  2258.224**
Pucca schools
(Secondary
and h. secondary) (359.884) (601.186)
PTR (Primary) -2.81% -2.395*
(1.201) (1.440)
PTR (Upper primary) 2.792** 3.199***
(0.609) (0.694)
PTR (Secondary) 2.168** 2.042
PTR
(Higher secondary) (1.093) (1.649)
No. of schools 16.137* 17.507** 21.029+* 15.431+** 38.717*** 29.508+**
Per-capita (4.144) (4.994) (4.230) (4.035) (6.575) (10.301)
Number of females -1.788 7.097* 4.092 3.147 12.293+* 13.074*
Above 15 years (3.354) (3.720) (3.955) (4.356) (5.288) (7.244)
Time spent by HH on -0.349%* -0.366*** 0.005 -0.217+* -0.661 *** -0.422**
Water collection (0.090) (0.102) (0.106) (0.102) (0.136) (0.175)
Season dummy
Winter -26.608 -10.240 15.817 5.694 16.988 26.106
(13.777) (9.469) (8.222) (9.516) (12.230) (17.572)
Season dummy
Summer -24.915 26.269 -36.407**  -25.091*  -12.043 16.318
(15.630) (22.515) (8.573) (10.374) (12.975) (19.576)
Post-Monsoon -8.599 3.469 1.548 9.215 20.361* 40.619**
(11.1112) (7.196) (7.439) (8.817) (10.818) (16.747)
Inverse Mills Ratio -105.68%  -178.381***
(46.699) (563.772)
Constant -766.058*  -785.004**  -315.308** -210.905 -2250.739** -1764.268**
(240.219) (229.418) (116.266) (127.484) (382.770) (642.485)
Observations 1686 1318 1215 933 675 345
R-squared 0.223 0.231 0.144 0.163 0.145 0.138
*** 106, ** 5%, * 10%, The values in parenthesesafe standard errors.
Note. For a description of these variables, seesniut tables 2 and 3.
Source: The Indian Time Use Survey, own calculation
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In the labour supply literature, a distinction fea drawn between the “extensive margin” of
labour supply (as when people who were not prelyowsrking get a job) and the “intensive
margin” (as when people who are already workingdieto supply more or fewer work hours).
The same terminology is useful here. Reading Tablasd 5 together, Table 4 shows that the
presence of literate females in the household [gontant for the “extensive margin” (i.e. for
school attendance), but table 5 indicates thatditional on school attendance, this variable is
not important at the “intensive margin” (i.e. intelenining the amount of time spepy stu-
dentson their schooling§* Similarly, the education of the head of housetss#ldms to matter
more at the extensive margin of attendance thémeanhtensive margin of hours studied.

Income (more exactly, monthly per-capita expenditudtoes not have a robust association. It
has a statistically significamegativeassociation for 6 to 10 year old girls and 114oy&ar old
boys and girls. The “perverse” sign could be duengasurement error of this variable (which
we discussed above) or due to children from ri¢twerseholds attending better schools — note
that quality could either lead to higher or lowien¢ on home work.

5 Quantitative implications

In rural India in 1999, over thirty percent of bagged 11 to 14, and over forty percent of girls,
did not attend school. Tables 4 and 5 report theelades, across individual households, of
school attendance and human capital investment-titng what do Tables 4 and 5 imply about
which factors might matter more? How much was authé barriers of caste? How much did
the poor education of parents, which might prodgoerance of the benefits of education, ac-
tually matter? Is low family income, and a consedueed for immediate earnings by children,
the key factor? Or is the quantitatively importarplanation to be found in the low quality of
the education which is available or the simple latkchools?

To address these questions, we explore the quargitanplications of the econometric esti-
mates of the determinants of school attendanceitep in Table 4) and the investment time

estimates (reported in Table 5). We perform fideotight experiments”, assuming that the in-
fluence of all the other covariates reported inl&ald and 5 remains constant:

(A) Remove the influence of Scheduled Caste or Tril#%%) membership.

(B) Assume that all families have incomes of Rs.?4@d more (i.e. all families with less
income than the median for rural households aradiroup to that level).

(C)Assume that all heads of household have at lehgthaschool (i.e. upto secondary lev-
el) education.

(D) Assume that all families have at least one litefaeale adult.

2L Which also implies that it would have been inagpiate to use a single equation Tobit specificafar esti-

mation of the determinants bifK;
2 This is the median household monthly per-capitaine for rural households.
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(E) Increase the quality and availability of local sgliwg to the sample median, in those
states that fall below the median.

We report the results of these calculations in @#&hlAlthough simulation E (increasing quality
and availability of all schools to the sample malia intended as an example of feasible poli-
cy intervention, simulations A to C are not intedde be “realistic”. Rather, the intention is to
illustrate, for comparison purposes, the impact®asated with “large” changes (e.g. the end of
caste status in India — Simulation A). We do nattgmd that such changes are feasible policy
choices.

The “No Change” simulation is performed in the daling manner. We use estimates from
Table 4 and a random error term that we gen&ragepredict for each child)( his/her proba-
bility of attendancep;. We then compare this probabilipywith a random variablex] that we
generate from the uniform distribution with supdortl]. We set the childas attending ipi>X
and as not attending, otherwise. We can now cdkule simulated attendance rate for the
entire sample using this information (i.e. attegdim not attending) for each child. We perform
1000 simulations and report the simple averagen@ddtece rate in Table 6. For human capital
investment time, we do the following. For each @), if the child is not attending (from the
above simulation on attendance), we set this tineet zero. Otherwise, we use the estimates
from Table 5 and a random error term that we geefdrao get the predicted human capital
investment timeH;). We then compute the median and median overaditige values. We
perform 1000 simulations and compute a simple &eeod these medians and report it in Table
6.

For each of the thought experiments (A)-(E) abave, perform a simulation similar to the
above. The only difference is that for each expentpnwe change the attributes of certain chil-
dren — e.g. in experiment (A), we take every clwdo belongs to Scheduled Caste (SC) or
Scheduled Tribe (ST) and set him/her as non-SCToirSexperiment (B), we take all children
who have a household monthly per-capita expendiese than the median (Rs. 400) and set
their monthly per-capita expenditure as Rs. 40@&xperiment (E), we raise to median quality
and availability of schooling, the quality and dahility of schooling for all children who are
associated with less than the median. Note thall ithe cases, those children who are already
associated with the “superior” value of the atttédbare untouched, e.g. those children who are
associated with monthly household per-capita exiperedof Rs. 400 or more are left alone.

The differences (between each simulated outcomeNen@€hange) can be interpreted as the
simulated outcomes of these policy thought expartmeln presenting these results, we are
aware that we are comparing a plausible policy agerabout changes to the supply of school-
ing (raising school quality and availability to tbbserved median) with several far less plausi-
ble scenarios (e.g. no rural household having irectess than the 1999 median), which might

23
24

Given that this is a probit model, this erromtas drawn from the standard normal distribution.

This is drawn from a normal distribution with me@ and variance equal to the variance of the den
from the regression of the determinants of humaitalanvestment time (equation (3)). As is wellokam, an
unbiased predictor of this variance is the rootmeguare error from the regression — which we use.
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affect the demand by households for education. @eve that attenuation bias due to meas-
urement error will mean that we have probabhderestimatedhe true association between
school quality and schooling choices. Neverthelesspasic conclusion is that the influence of
the supply of poor school quality on the schoa@radttnce decisions of rural families in India is
large relative to the influence of personal chamastics like scheduled caste membership or
low household income.

Table 6
Results of simulation on quantitative implications
6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls
No change®
Attendance 65.58 61.80% 62.60% 53.80% 36.10% 25.20%
Attendance (SC/ST) 60.96 56.30% 58.60% 47.50% 32.20% 19.90%
HK time (mediarﬁ 365.24 346.66  400.93 320.92 0 0
HK time>0 (median) 442.48 441.72 492.25 48958 531.37 515.19
HK time (median, SC/ST) 331.85 29498 362.56 39.83 0 0
HK time>0 (median, SC/ST)  432.31 429.62 477.26 469.02 508.14 485.36
Simulation A°
Attendance 67.3% 63.90% 63.10% 54.90% 36.50% 25.30%
Attendance (SC/ST) 65.60 61.40% 59.80% 50.40% 33.10% 20.30%
HK time (median) 373.67 355.06 408.98 347.69 0 0
HK time>0 (median) 443.88 440.35 497.53 498.71 541.87 524.13
HK time (median, SC/ST) 360.06 329.36  388.26 164.7 0 0
HK time>0 (median, SC/ST) 437.13 427.75 49445 499.99 543.62 521.75
Simulation B®
Attendance 65.3% 62.60% 62.30% 54.60% 36.90% 25.90%
HK time (median) 362.85 346.16 397.11  329.32 0 0
HK time>0 (median) 440.71 437 489.1 484.72 531.75 513.59
Simulation C°
Attendance 71.9% 69.50% 72.60% 62.90% 43.50% 31.22%
HK time (median) 371.24 351.33 437.46 397.31 0 0
HK time>0 (median) 426.65 416.27 490.74  489.34 537.77 485.82
Simulation D
Attendance 68.1% 69.50% 66.70% 60.50% 40.50% 31.00%
HK time (median) 373.34 355.54 420.41  387.49 0 0
HK time>0 (median) 440.71 421.24 493.3 492.45 526 523.31
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Table 6 Cont.
Results of simulation on quantitative implications

6-10 11-14 15-18
Boys Girls Boys Girls Boys Girls

Simulation E?

Attendance 73.6% 69.20% 66.00% 59.70% 46.60% 28.60%

Attendance (SC/ST) 69.40 64.50% 62.40% 53.60% 43.60% 22.80%

HK time (median) 422.95 409.37 433.7  389.42 1.14 0

HK time>0 (median) 471.73 47177 506.61 496.26 561.57 533.89

HK time (median, SC/ST) 399.36 381.04 405.87 290.57 0.54 0

HK time>0 (median, SC/ST)  461.04 462.69 49423 478.52 543.07 509.3
Note:

a. The No Change and other simulations are explamgreat detail on pp. 14-15.
b. All medians in minutes per normal day.
c. Removes the impact of SC/ST.
d. Takes children in households with less than aredicome to the median.
e. Sets the education level of the household teatlleast high school.
f. Ensures that there is at least one literate Fe@ault in the household.

g. For children in states lying below the mediaaliy and availability of
schooling, makes these equivalent to the median.

Source: The Indian Time Use Survey, own calculation

Because most people are not members of SchedukdCar Scheduled Tribes, most people
are therefore not themselves affected by the maligation of SC/ST members, so there is not
a large aggregate impact, for the population ashaley when the stigma of membership in
these groups is removed — e.g. for 6 to 10 yeas, ol& simulate an increase of 1.8 percentage
points in the school attendance of boys, and 2rtep¢age points for girls. However, one
should not think of the SC/ST issue just in terrhaggregate human capital formation and ag-
gregate growth. If, for the same age group, onasidens only members of scheduled castes and
tribes, the change in attendance rates and medmar capital investment time is clearly larg-
er: 4.7 percentage points and +28.21 minutes fgs {e5.1 percentage points and +34.38
minutes for girls).

Nevertheless, given the continuing political com&nsies surrounding the administrative mech-
anisms (such as reserved places) used to encotirageducational attainment of Scheduled
Castes/Tribe and other disadvantaged children, ote that the schooling of SC/ST children
would also benefit from general improvements inostiyuality and availability — which might
be a policy choice with more widespread appeahdfe were no special treatment of SC/ST
members, but the local school quality was impraechedian standards, the increase in school
attendance of 6 to 10 year old SC/ST boys is sitedléo be 8.5 percentage points (for girls,
8.2 percentage points). A general policy of schimgrovement would thus provide, for SC/ST
members benefits which would be larger than theravgment to be expected from policy tar-
geted on SC/ST members alone. Of course, a condmnat improvement in quality and re-

elJTUR, 2012, Vol. 9, No 1 23



Sripad Motiram and Lars Osberg: Demand or supplysithooling in rural India?

moval of barriers for SC/ST would lead to much &rgnprovements for both the general pop-
ulation and the SC/STs.

The results of our Simulation B — which increadesincome of all below-median households
to the median monthly rural expenditure level — bansummarized as: “little impact — for a
very large thought experiment”. The small sizeh## toefficient on income in Table 4 and 5
drives a strong conclusion — that inequality inasmg and human capital investment may
play an important role in generating inequalityrinpome but not so much the reverse

The major message of Table 6 is two-fold: [a] tm@artance of public policy in the supply of

schooling and school quality for current educatiartices and [b] the lagged impact of past
educational attainment of parents on the currenta&ibnal choices they make for their chil-
dren.

For the population as a whole, we estimate the @inpischool quality improvements for 6 to
10 year olds to be + 8.1 percentage points in begkool attendance and +7.4 percentage
points for girls. As more students shift into thesipve homework time zone, the median hu-
man capital investment time would also increasestsuitially. For the 11 to 14 age group, the
school quality impact is estimated at +3.4 peraggfzoints attendance for boys and +5.9 points
for girls, and about 32 and 69 more minutes of hurapital investment time for boys and
girls, respectively.

Our Simulations C and D represent an attempt toaintbe educational choices of rural Indian
families, if they were already starting from thespion of all having at least a high school edu-
cation for the household head and had no probleferogle illiteracy, respectively, holding
everything else constant. Since most of the houdeheads are men, Simulation C would
mostly affect (in a direct sense) men, whereas itiom D would affect women. Moreover,
Simulation D can be expected to affect the nexegaion (as compared to Simulation C) be-
cause it could mean the presence of an educateghi@gior daughter-in-law. Both these simu-
lations show large intergenerational impacts oenathnce and human capital accumulation
time. For example, for Simulation C, (all headshotisehold have at least high school) for the
11 to 14 age group, we estimate the school attexedahboys and girls to increase by 10 and
9.1 percentage points, respectively. For Simulabofall families have at least one literate fe-
male adult), the corresponding figures are 4.1@iAgercentage points, respectively. However,
while these impacts (including impacts for othee agpd gender groups) are roughly compara-
ble to or lower than those due to improvementsuality and availability (i.e. Simulation E),
the salient question is: how can we change theattuncof parents?

Our own conclusion from all this is the importardeéhe supply side of the schooling equation.
We conclude that the most relevant and importattyoption for increasing attendance and
human capital accumulation in rural India is to moye the quality and availability of school-

ing. This of course does not imply that other geBcshould not be pursued, particularly in con-

% However, as noted above, this result has to e selight of the possible measurement error efdkpendi-

ture variable.
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junction with improvements in quality and availdlyi- and the importance of parental educa-
tion in influencing the schooling of their childrémna reminder that the benefits of more educa-
tion are received both by today’s children and blysequent generations of children.

6 Conclusions and discussion

This paper has matched state level data on thé&yoakchooling available in rural India with
micro-data on the time use of Indian household® Merged data has been used to estimate
models of probability of school attendance andtttal time devoted to investment in educa-
tion. We conclude that more of the inequality irman capital investment time in rural India
can be explained by the poor quality and availgbdf schooling to potential students than can
be attributed to parental education, or incomether barriers of Scheduled Caste and Tribe
membership.

We think this finding is important because a vege literature emphasizes the benefits of a
more highly educated population. Many studies hasecluded that more years of schooling
produces higher individual earnings — Temple (20084), for example, concludes that in
OECD nations: “the private rate of return to aniaddal year of schooling is typically be-
tween 5 and 15 percent”. As well, health and samgétomes, such as the relationship between
mother's education and the birth weight of babreshe UK (e.g. Chevalier and O’Sullivan,
2006) or the Height-for-Age of children (e.g. Hand@99b; Osberg et al, 2009) have been
conclusively linked to education. Wolfe and Havenhave added up the valteeother people

of the changes in health, criminal activity, cog@tdevelopment of children, volunteer hours,
etc., which are positively associated with incrélasducation and conclude: “a conservative
estimate of the value of non-labour market infllesnis of the same order of magnitude as es-
timates of the annual marketed, earnings-basedhefroore year of schooling” (2001:245).
Adding together these externalities to others &edprivate impact of schooling on individual
earnings, the aggregate social return to educ&iancrucial component of economic develop-
ment.

However, we have to label our findings as “tentdtibecause of the difficulties of proving
causality. Angrist and Krueger (1999) remain afulsexample of a large literature in labour
economics which stresses the difficulties involnedinambiguous assertions of causality, in
non-experimental social science settings. We aterguorting econometric estimates drawn
from an environment (like the Progresa experimantiexico) in which we can say that the
treatments of interest (e.g. school quality, paeatiucation) were randomly assigned in the
population. Our results are, strictly speakingsesreectional correlations using naturally occur-
ring data which areonsistent withithe hypothesis that variables like local schodligy play a
causal role in family decisions about human capitaéstment, but our data cannot reject the
hypothesis that other explanations are also passlibstantively, our results underline the
conclusion of Dreze and Sen (2002) on the importantieed crucial — role of public policy in
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the human capital formation that is a prerequigftesustained development. There is really no
adequate substitute for good education — and tinedato provide universal access to high
quality schooling is a major failure of collectighoice in India.

We also hope that we have been able to providéustration of the value of time use data, and
how it can be used in combination with other datarses, in understanding the development
process. Greater investment in schooling and dtivers of human capital is but one example
of the many structural changes of development itihadlve decisions about time use within

households. These decisions lie outside the dowfamarket transactions and if analysis of
these processes were to be restricted to the udataion market expenditures, much would be
missed. However, because virtually all human &ats require time, data on time use — par-
ticularly when it is combined using geo-coding wither data on the characteristics of local
communities — can often be of great assistancédotize analysis of the development process.
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Abstract

Time use diaries are rich in information, includingpere and when respondents travel from place d&oepl
Travel estimates, as well as variety of contextnfdrmation on travel, can be generated from tirse data.
However, using the data for travel analysis isidiff and involves detailed understanding of how tlata are
coded. Presented here is a methodology for estim#étavel time using the time diaries from the 2003Amer-

ican Time Use Survey. As an illustration of the hoelology, the authors estimate travel time to gips@op-

ping. These estimates are of interest as a potingern in the United States is whether or not spowe areas of
the country have access to supermarkets that thiéevariety of foods needed for a healthy diet, Enparticu-

lar, fresh fruits and vegetables. Neighborhoods ltlaae limited access to supermarkets are reféeored “food

deserts.” The authors found that individuals livingow-income areas with limited supermarket ascgsend
significantly more time (an average of 19.5 minutesveling to grocery shopping than the nationadrage (15
minutes), and in addition, they grocery shop lesgudently, and they are more likely to be accongxhriy

children during travel to grocery shopping.
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1 Introduction

Low-income persons may have limited access totiaud food, and as a consequence, have
poor diets which may lead to obesity and diet-esladiseases. This issue of “food deserts,”
neighborhoods that do not have access to supertaarkeeived attention in the United States
Congress, and the Food, Conservation, and EnergpfA2008 directed the U.S. Department
of Agriculture to conduct a study to assess therdxof areas with limited access to nutri-
tious, affordable food. The resulting report waleased in June 2009ccess to Affordable
and Nutritious Food: Measuring and UnderstandingoBdeserts and Their Consequences,
Report to Congres@/er Ploeg, et al., 2009).

An aspect of the report’s analysis was identifythg time cost of access to food, that is,
measuring the travel time to grocery shopping. Meag travel time can be a complex task
as individuals frequently make stops on the wayh&wir main destination, and so creating
definitional rules on what to include across a papon can be difficult. Time use diaries are
rich in information, including travel from place pdace, however using the data for analyzing
travel can be difficult. Despite the difficultieime use data is a rich source of information,
not only on travel time, but also contextual infation that can inform a policy issue such as
food deserts.

Our original research goal was to identify and measravel time to grocery shopping look-
ing at different levels of supermarket access andifeerent levels of individual and neigh-
borhood income. Here we focus on presenting thaildetd methodology used for identifying
and measuring travel time. The contribution of thesearch is the methodology used to
measure travel time by using time diary data, speadly, the American Time Use Survey
(ATUS) data, to study transportation issues. Alge present extensive estimates and findings
for our application, travel time to grocery shogpito illustrate the insight gained from using
time use data.

2 Background

In identifying and measuring travel time to grocsehopping, we built on concepts from sev-
eral fields. We drew from the travel/transportatib@rature in order to understand how indi-
viduals transport themselves from place to pland,row transportation analysts identify and
measure trips and trip distances. We consideredirtie use literature and in addition, the
research area of food access, which is a spatmglepd. These are all research areas that have
long histories and extensive bodies of literattitere we focus only on the concepts that are
relevant to our research on travel time to groségpping.
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2.1 Transportation

Travel data is collected and analyzed in ordermtdeustand individuals’ travel behavior for a
variety of policy, program, and marketing purposesgh as determining whether travel infra-
structure capacity is sufficient, managing travelmand, determining whether individuals’
travel is more- or less-energy efficient over tirargd determining optimal locations for retail
establishments. The transportation literature hal-aefined concepts. Relevant here are the
concepts of: anchor, direct trip, trip chain, ingming stop, and tour. Quoting from
McGuckin and Nakamoto (2004, no page number):

1. Anchor: A primary or substantial trip destination.

2. Direct trip: A trip that travels directly betweemwd anchor destinations, such as a trip
from home to work.

3. Chain: A series of short trips linked together betw anchor destinations, such as a trip
that leaves home, stops to drop a passenger, &opsffee and continues to work.

4. Intervening stop: The stops associated with chatned.

5. Tour: Total travel between two anchor destinationNote that it is possible to have the
two anchor destinations be the same location, aa imome-to-home or work-to-work
tour.

Anchors are typically defined as home and work.a8ee individuals may make stops during
their travel between anchors, an extensive liteeatin “trip chains” has developédin ex-
ample of a trip chain would be: Travel from homesthool (drop off child), travel from
school to café (buy coffee), then travel to workplaThe anchors are home and work, and
when the individual arrives at the workplace, thertis completed, but only after other desti-
nations have been visited. An additional conceptas ofdwell time the length of time spent
at a destination. A trip chain can be defined adirenif the individual spends more than a
certain amount of time at a stop, which would iatkcthat the stop is not an intervening stop
but a destination.

The above is thérip-basedapproach to analyzing travel. Another approacthésactivity-
basedapproach of modeling travel behavior. The actiagsed approach “views travel as a
derived demand; derived from the need to pursueites distributed in space.” (Bhat and
Koppelman, 2003). Travel is not demanded for itdalt for the ability to fulfill an individu-
al's demand for consumer products, or to enablmdimidual to commute to work This ap-
proach looks at the individual’s participation ipesific activities. As a result, the activity-

McGuckin and Nakamoto (2004) and Strathman aneékBu (1995) are excellent introductions to trip
chaining concepts. See Anas (2007) for a discngsiconsumption and trip chaining.

The literature on travel demand models is extensiCascetta (2009) has a thorough overview ofythes

of travel demand models, and Sheppard (1980) pie$evel demand theory including the spatial issue
involved in the individual's decision of whether travel. Travel is a spatial activity, and researoresti-
gating the spatial aspect include Lin and Long 80Who discuss the concept of neighborhood anghrei
borhood type and how the neighborhood built envirent affects travel behavior.
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based approach uses time-use data to analyzedivediral’s entire day of activities, and the
substitution of in-home for out-of-home activities)d vice versa. This approach focuses on
sequences of activities and travel. It might appkat the activity-based approach would be
relevant to the question of food deserts, howeweare not modeling whether or not an indi-
vidual goes grocery shopping, but instead measuheiy travel time. Consequently, we fol-
low the trip-based approach in our analysis.

2.2 Time use and travel

Although there are several data sources and maigjeston time spent in travel, relatively
little has been done using time diary data, thatinge use data that includes a respondent’s
entire day and not just travel time. The transpgmmaliterature refers téime use dataalt-
hough for most surveys the respondents are askezptwt only the travel and travel-related
activities, not their entire day. Full-day diaryreeys are sometimes referred to in the trans-
portation literature aactivity diary surveygMokhtarian and Chen, 2004). Pas and Harvey
(1997) asserted that travel-behavior researchens denefit from time use research, and that
time use data is a “potentially rich, untapped vese’ (p. 331) for transportation analysis.
Kitamura, Fujii, and Pas (1997) identified thatlHu&y diary surveys could be useful for
transportation planning and called for more time data collection and research. Harvey and
Taylor (2000) used national time use data from @an&lorway, and Sweden to study social
context and travel behavior. They concluded thdividuals with low social interaction tend
to travel more.

Recent methodology and research literature anajyizavel with full-day time diary data is
sparse, and some key works are unpublished. A{089) discusses how to use the Ameri-
can Time Use Survey data to estimate travel tirmesuded is detail on the ATUS coding
rules. Understanding how the data are coded isssacg in order to correctly define and
measure a type of travel such as commuting. Bromeh Borisova (2006), using 2003-04
ATUS data, also discuss how the ATUS can be usedemsure commuting time and travel
time to grocery shopping. Bose (2006) discussdwmieal detail for using the ATUS for trav-
el estimates. Bose and Sharp (2005) compare ttimaes using the National Household
Travel Survey and the ATUS. Much of their papedévoted to coding and other technical
iIssues. They conclude that while the ATUS doespnotide the transportation detail needed
by transportation modelers and planners, the ATWSva for research on the relationship
between travel and other activities. In all of tn@spers, the importance of understanding the
data coding detail is stressed. If the coding ddims and coding rules are not understood,
the research will not be capturing the desiredeirime.

Christian (2012) used the ATUS to analyze commutiimg and health-related activities. For
his research question, he summed all travel tim fnome to work and from work to home,
regardless of the coded purpose of the travel deroto measure total time commuting. He
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concluded that longer commutes are associateddeithnes in health-related activities, and
in particular, sleep time.

George and McCurdy (2009) also discuss ATUS trawmed coding as part of determining
where individuals are during the course of the ddeir research is on modeling human ex-
posures to environmental pollutants, and identgyivhere activities take place is necessary
for their analysis. They used the 2003-07 ATUS datanalyze work-related travel and dis-
cussed coding difficulties that they described iasdnsistent treatment of trips to and from
work and during the work period” (p. 101). Theyaaloncluded that the missing location
codes for personal care activities needs to beeaddd with imputation.

Srinivasan and Bhat (2008) used the 2003-04 ATUBdk at travel to study “joint activi-
ties,” that is, activities where the respondent aasompanied by another person, in order to
analyze activity duration and location. They fouhdt joint activities are typically of longer
durations, and travel related to these activitiay mvolve pick-up and drop-off of the activi-
ty companions.

Spissu, et al., (2009) used Swiss time use daidetdify and model discretionary activities

and the accompanying travel. Their unique multikvelata allowed for analysis of inter-

person variation that is especially important fotivaties that are not usually done daily.

However, multi-week time use data is not availdblethe United States, and so here their
research serves mainly to understand the limigmafysis with single-day diaries.

Millward and Spinney (2011) used the Halifax Spaoee Activity Research data that in-

cludes both time diaries and Global Positioningt&ys(GPS) tracking of travel to analyze
travel across the rural-urban continuum. They aahelthat analyzing travel using the urban-
rural dichotomy is insufficient, and more detail tre rural-urban continuum is needed to
understand time use and travel behavior. The asithiilize an exceptionally detailed dataset
that tracked respondents’ locations on their daays.

2.3 Food desert/access to nutritious food

A policy concern is that individuals in some neighioods do not have access to supermar-
kets, and as a consequence, do not have accd$srttable and nutritious food. These “food
deserts,” or low-access areas, are of particulacem if the residents are low income as their
options for getting to the supermarket may be kchitand they may have poor diets which
could lead to obesity and diet-related diseasehofgh the concept of a food desert is rela-
tively recent there has been considerable research on theitoitie last few years. The U.S.

Cummins and Macintyre (2002) state: “The terootf desert’ was reputedly first used by a residérat
public sector housing scheme in the west of Scdtlarthe early 1990s. It first appeared in a goment
publication in a 1995 document from a policy workigroup of the Low Income Project Team of the then
Conservative government's Nutrition Task Forca8edumont, J., T. Lang, S. Leather, C. Muckl®eport
from the policy sub-group to the Nutrition Task é@rLow Income Project Team of the Department of
Health. Radlett, Hertfordshire: Institute of Grocery Distrtion, 1995.)
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Department of Agriculture report to Congress (VEirelg, et al., 2009) contains new research
as well as extensive synthesis of previous researahso provides a good overview of food
desert literature. Another good overview is in Jitoal., (2012), which focuses on identifying
and defining food deserts. For an internationalraeg, Beaulac, et al., (2009) authored a
synthesis of the literature on food deserts theluges research on the United States as well
as other developed countries.

A focal point of food desert research is to lookatghborhoods by income levels and other
demographic characteristics. Morland, et al., (20@2used on (U.S.) Mississippi, North
Carolina, Maryland, and Minnesota, and looked atwhde array of retail venues that sell
food and at several measures of neighborhood wédithy concluded that poor and minority
neighborhoods have less access to healthy foodgidyldleuhauser, and Campbell (1992)
did a relatively early study looking at (U.S.) rupeersistent-poverty counties and access to
supermarkets and the cost of the Thrifty Food PRianketbasket relative to food stamp bene-
fit allotments. They concluded “... that in persigty poor rural American, low income
households, including those receiving food starapsat an increased risk of food insecurity”
(p. 569).

Much of the food desert/supermarket access litexdtaoks in depth at one city or a region.
An example is Zenk, et al., (2005) who studied BigtMichigan (U.S.) by analyzing the de-
mographics of census tracts and their access tersapkets, and concluded that impover-
ished African American neighborhoods had, on aweraglonger distance to the nearest su-
permarket than impoverished White neighborhoodsvéder, they acknowledge that a miss-
ing aspect of their analysis is travel time and/tbiated “travel time may be a more informa-
tive indicator of accessibility than physical dista” (p. 664). Another example is Apparicio,
Cloutier, and Stearmur (2007), who studied Mongré¢lCanada) neighborhoods as to their
access to healthy foods. They developed three mesastiaccessibility to supermarkets using
different geographic distance definitions. Theyaaded that it is important to use more than
one indicator for identifying food deserts, andfetént indicators measure different dimen-
sions of food deserts.

Rose and Richards (2004) state that the “time issumportant” (p. 1082) in looking at ac-
cess, and developed a measure that combined whegerigs were purchased (supermarket
or smaller store), travel time (self-reported), ased ownership using the National Food
Stamp Program Survey data. Their data were nahongbresentative, and they concluded
that easy access to supermarkets was associatedighter household fruit consumption.

Time-use data is well-suited to analyzing the “tidistance” to grocery shopping. Indeed,
“travel time is the true indicator of access, fdrigh distance attempts to account.” (The Re-
investment Fund, 2012, p. 14). Some researchamaasttravel time from the geographical
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physical distance to the supermaflatd some studies survey individuals on time sipeall
travel or just on grocery-related travdHowever, in addition to providing an alternate siea
ure to the geographical physical distance to aaggostore—which may not fully capture the
time cost of travel to grocery shopping in a comggsurban area—time-use data also provide
information about how individuals fit grocery shapg into their lives. Looking at the time
use patterns of individuals who grocery shop, alaity contextual information such as their
mode of transportation and whom they were withgvedl for a better understanding of the
ease or the difficulty of the shopping trip. For @pplication, food deserts, time distance to
grocery shopping provided an additional indicatarrheasuring a complex policy problem.

3 Methodology and data

We used a typology developed by our colleagues dfinel low-, medium-, and high-
supermarket access by census ftadigh access is within 0.5 mile of a supermarketgdium
access is 0.5 to 1.0 mile, and low access is nine 1 mile. In addition to identifying level
of access, the typology also includes indicatorddw-income census tracts, tracts where 40
percent or more of the population live in housebaldth income less than 200 percent of the
poverty threshold.

For estimates of average time spent in travel te@ey shopping, we used the pooled 2003-
2007 American Time Use Survey (ATUS) datahe Bureau of Labor Statistics’ ATUS is a
continuous survey that began in 2003, collectingetuse data nearly every day of the year,

Charreire, et al., (2010) reviewed geographiormiation systems (GIS) methods used to define dbd f
environment. The studies they reviewed used Euamtidistance, Manhattan distance, or network distanc
to proxy for travel time.

®  Rose and Richards (2004), and Jilcott, et ab1{2. Both of these studies looked at Suppleméaiition
Assistance Program (SNAP) recipients only.

The 2000 Census tract boundaries were used. €é¢rasus are small, statistical subdivisions obanty,
with optimally 4,000 residents/tract. There are 488, census tracts in the United States. See
http://www.census.gov/geo/www/reference.html forenmfo.

Our colleagues Vince Breneman, Phil Kaufman, @&rety Farrigan developed this typology. Their goal
was to develop area measures of access at thesceasulevel. They used a list of stores authdrizeac-
cess Food Stamp Program/Supplemental Nutritionséeaste Program benefits, and a proprietary listiing
supermarkets (from Nielsen company) to identifyesaparkets, which are stores with sales of at I§ast
million a year, and contain all major food depanse(including fresh meat and poultry, producerydai
dry and packaged foods, and frozen foods), andhese supermarkets in a GIS (geographical infoomati
systems) format. They measured the distance todheest supermarket using the Socioeconomic Data a
Applications Center grids data at the 1-squarenkdter grid level for spatial computation of distarie su-
permarket, calculated from the geographic centethefgrid. Low-income areas were identified as grid
with 40 percent of more of the residents in houkkhavith income less than 200 percent of the pgvert
threshold. Grids were summed up to the censusléael for the typology. More detail on the metbtm

gy of the typology is in Ver Ploeg, et al., (20@®gpter 2 and appendix C.

8 We used the U.S. Department of Labor Bureau dfot&Statistics ATUS User's Guide: Understanding
ATUS 2003 to 2009 (2010), the American Time UsevB8yrCoding Rules (2010), American Time Use
Survey Activity Coding Lexicons (various years)dahe Current Population Survey: Design and Method-
ology (2006).
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with U.S. Census Bureau conducting the intervigdrse individual age 15 or older from each
sampled household is interviewed about his or ledviaes for the 24-hour period from 4
a.m. the day before the interview to 4 a.m. onirtkerview day. Survey respondents are asked
to identify their primary activity if they were eaged in more than one activity at a time.
They are also asked to report where they were dmamathey were with for most diary ac-
tivities. The ATUS also includes demographic, labmce participation, and household in-
formation, along with a limited amount of geogragatiinformation.

If the respondent reports travel from place to @lJacoving from one address to another, they
are asked to report their mode of transportatiaZonsequence, the ATUS time diary data
contains extensive information about AmericansiétaThe data specify travel as an activity,
and record mode of transportation and whom theoredgnt was with when traveling. If the
travel was by vehicle, the data include whether#spondent was the driver or passenger.

The pooled 2003-2007 ATUS microdata files contéf®22 completed interviews. Of those,
11,726 observations, 16 percent, are of respon@gasl5 or older who grocery shopped on
their diary day. The ATUS Respondent, Roster, AstivActivity Summary, Who, ATUS-
Current Population Survey, and Replicate Weighés fivere used for our research. In addi-
tion, because of Census Bureau’s cooperation, we algle to use the confidential respond-
ent location data in order to determine responderghsus tract.

Grocery shopping is defined in the ATUS as acti@f101, and we restricted grocery shop-
ping to the locations of grocery store, restaumartar, other store/mall, outdoors away from
home, or other plackGrocery shopping done at other locations was mduded so as to
exclude online grocery shoppinQA limitation is that we do not know where the geog
shopping was done, that is, if it was the closetdilrvenue to the respondent’s home or not.
We also do not know if it is the preferred grocemppping venue. We just know that it is the
one that the respondent shopped at on his/her deary

We use the descriptiamavel to grocery shoppings it is precise in what we are measuring,
however for ease of exposition, we also use thaggtravel to grocery storealthough gro-
cery shopping can be done at other places andesearch is not restricted only to grocery
shopping done at grocery stores. Likewise, wegrseery storeor supermarkeinstead of
grocery shopping location

To deal with the complexities of trip chaining, ABlyenerally codes the purpose of a travel
activity based on the activity that follows thevighepisode and its location. For example, if a
respondent travels directly from home to his/herkptace, and starts working immediately

®  ATUS activity code 070101 and TEWHERE = 4, 69711.

1 TEWHERE =1, 2, 5, 10. If the location of grozshopping was miscoded as a mode of transportatien
recoded the location as “Unspecified place,” anithéf mode of transportation was miscoded as aitotat
we recoded the mode as “Unspecified mode of tratefian.” TEWHERE=89 for Unspecified place,
TEWHERE=99 for Unspecified mode of transportation.
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upon arrival, then the travel episode is coded835Q1, Travel related to workird.If the
respondent went grocery shopping after work, thee tspent traveling from the workplace to
the store is coded as ATUS activity 180701, Traeédted to grocery shopping. The excep-
tion to the “looking ahead” rule is when the respemt is traveling home, in which case the
purpose of the travel is coded based on the activét preceded it. For example, if someone
grocery shops and then travels home, the travebdpi would be coded as activity 180701,
Travel related to grocery shopping. As a resullgudating travel time to the grocery store
using the ATUS activity codes is complicated by finet that some diaries will have only one
“side” of travel related to grocery shopping codexdtravel related to grocery shopping and
others will have both sides—the going and comingné&e-of the trip coded as travel related
to grocery shopping. As a result, just averagirggdtrations of all the occurrences of activity
180701 would not necessarily provide the traveetimgrocery shopping.

To account for trip chaining travel behaviors antUs travel coding, we estimated average
time to the grocery store as follows. For each td@ey with grocery shopping as an activity
in the respondent’s time diary, we added up thedimssociated with all legs of travel from
home to the place where the respondent reportertgrahopping, that is, all activities coded
18xxxx Traveling. We also added the time associat#d all the legs of travel from the time
the respondent reported grocery shopping untilréispondent arrived home. We then com-
pared the total travel time home-to-shopping tottital travel time shopping-to-home, and
chose the shorter total time as the “time distanoegjrocery shopping. In doing this we did
not have to consider the coded purpose of the lirasech may be misleading, and we also
did not have to consider the dwell time, the tiperg on an activity between two travel oc-
currences. All the characteristics of travel assted with grocery shopping that we analyzed,
such as the mode of transportation, were assocvwatbdthe shorter duration travel side. In
cases where the respondent did not start the dagra¢ or did not end the day at home, we
only had information for one side (home to grocgigpping or grocery shopping to home).
In these cases we used the total travel time fair $ide as the time distance to the grocery
shopping. See Appendix on Detailed Coding Rulesrfore information.

This streamlined method of identifying travel asated with grocery shopping is simpler

than measures of trip time that put limits on tidegs and on dwell time, and it also avoids
mis-identifying travel due to the data coding sfpesi Because home is usually the ultimate
destination of the individual, and so is also thketthation of groceries, our method is concep-
tually consistent with the purpose of the trip. @wethod is similar to Christian (2012), who

summed all travel times from home to work and wiarkhome, however we compare the to-
grocery-shopping and from-grocery-shopping timess® the shortest of the travel times.

For most grocery shoppers in the ATUS data, thetssiotravel time was between grocery
shopping and home, however for 6.4 percent of theayy shoppers in the ATUS data, the
shortest time distance was from work. We decidedl ttne work location is a relevant means

1 ATUS coding lexicons are available at: httpafistbls.gov/tus/lexicons.htm
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of access to grocery shopping, so for these regmisdve used their work-to-store or store-
to-work travel time'? Consequently, the average time estimates we gresentwo anchors,
home and work.

As discussed above, we did not consider dwell tiorelmit trip chains to a number of trip
legs, as we wanted to measure travel time to gyosleopping as individuals fit it into their
lives. This is unlike some of the travel literattinat strives to measure the shortest commut-
ing time without stops between home and workpl&eszause of our concern about capturing
the complexity of individuals’ lives, and in padiar, low-income individuals, measuring
travel time and travel patterns as reported ondtaey day was important to our analysis. A
diary with an example of a Home to Grocery Shopgmdiome travel tour is in table 1. A
diary with an example of Home to Work to Grocenofing to Home travel tour is in table
2.

Estimation procedures outlined in tAgUS User’'s Guid€Bureau of Labor Statistics, 2010)
were followed. All estimates presented were weightebe nationally representative. Aver-
ages were calculated as the mean. Standard erevescalculated according to Section 7.5 of
the ATUS User’s Guideusing the balanced repeated replication methddl@ ATUS Repli-
cate Weights file. A 90-percent level of confideweas used to determine whether estimates
were statistically different. All differences betareestimates discussed in the text are statisti-
cally different at the 90 percent level. We follavilne BLS standard at the time to suppress
estimates for cells with unweighted counts fewemntl60. Estimates were done in SAS 9.2
and Perl 5.6.1.

12 When we started our research we looked at paleatichors for grocery shopping. The location thas

“nearest” grocery shopping in the time diaries Wesindividual’'s home (91 percent of grocery shappe
the location that occurred second “nearest” waskplace (8 percent), the third “nearest” was plate o
worship (0.5 percent), and fourth was school (&Eent). After that the other locations had jusing
smattering of the share of occurrences that weeargst.” We started with the two anchors home and
workplace. We tried adding the third anchor, plat&orship, but the programming complexity incres
tremendously with three anchors, and we ultimatehde the decision to stay with the two anchors home
and work.
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Tablel
Example of home to grocery shopping to hometravel
Start End Activity Travel Total
Activity time time  Activity description L ocation time time
1 04:00:00 08:00:00 010101 Sleeping Not asked
Housework--
2 08:00:00 10:00:00 020101 interior cleaning Home ANCHOR
3 10:00:00 10:20:00 180704 Travel Driving vehicle 20
Shopping (not Other
4 10:20:00 13:20:00 070104 grocery, food, gas)  store/mall
5 13:20:00 13:35:00 180901 Travel Driving vehicle 15
Using clothing
repair, cleaning
6 13:35:00 13:45:00 090103 services Store/mall (not grocery, food, gas)
7 13:45:00 13:50:00 180701 Travel Driving vehicle 5 40
8 13:50:00 14:35:00 070101 Grocery shopping Grocery store
9  14:35:00 14:45:00 180701 Travel Driving vehicle 10
HH organization
10 14:45:00 15:45:00 020902 and planning Home ANCHOR
11 15:45:00 16:00:00 180704 Travel Driving vehicle 15

Shopping (not
12 16:00:00 16:30:00 070104grocery, food, gas)  Store/mall (not grocery, fogaks)

13 16:30:00 16:45:00 180704 Travel Driving vehicle 15
HH organization
14 16:45:00 17:00:00 020902 and planning Home
23 21:40:00 08:00:00 010101 Sleeping Not asked
E Home 7; Driving | store/mall 7; Driving [ store/mall 7; Driving ] %Grocery 7; Driving ';“ Home
2 Huusework = 20 minules Shopping = 15 minules llsing. = 5 minules E.shopping = 10 minules g Huusehold
e {not o= cleal_ung s § et organization
grocery or Services =
food)
2 e e

Travel time to grocery shopping = min [LEG 1 + LG LEG 3, LEG 4] = min [40, 10] = 10 minutes.
Source: American Time Use Survey (ATUS) 2003-2@vh calculations and illustration.
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Table2
Example of home to work to grocery shopping to hometravel
Start End Activity de- Travel Total
Activity time time Activity scription L ocation time time
1 04:00:00 04:45:00 010101 Sleeping Not asked
2 04:45:00 05:15:00 010201 Grooming Not asked
3 05:15:00 06:15:00 020201 Food preparatior Home
Physical care for
4 06:15:00 07:00:00 030101 hh children Home ANCHOR
Passenger in
5 07:00:00 07:15:00 180301 Travel vehicle 15
Picking
up/dropping off
6 07:15:00 07:20:00 030112 hh children School
Passenger in
7 07:20:00 07:22:00 180501 Travel vehicle 2 17
8 07:22:00 11:30:00 050101 Paid work Workplace = ANCHOR RESET
Eating & drink-
9 11:30:00 12:30:00 110101 ing Workplace
10 12:30:00 16:30:00 050101 Paid work Workplace
Passenger in
11 16:30:00 16:35:00 180701 Travel vehicle 5 5
Grocery shop-
12 16:35:00 17:20:00 070101 ping Grocery store
13 17:20:00 17:30:00 180701 Travel Home 10 10
14 17:30:00 17:45:00 020102 Laundry Home ANCHOR
22 23:00:00 04:30:00 010101 Sleeping Not asked
g Home |2 Passen- swol € pascen- |8 Work- | @ Passen- |¥ Grocery |2 Driving g Home
Z Housework = ger E:fki;?fppl'ng = ger E place = ger 2 Snopping = 10 minutes = Household
15 minules off children 2 minules Paidwurk Sminules ; LEG 4 organization

LEG 1
>

LEG 2

GROCE

LEG 3

Travel time to grocery shopping = min [LEG 3, LEG=min [5, 10] = 5 minutes.
Source: American Time Use Survey (ATUS) 2003-2@@vh calculations and illustration.
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4 Access-area estimates

In considering food deserts—low access to afforlaflitritious food—the interest is in low-
income individuals and low-income areas. An affluaeighborhood may have zoning re-
strictions that allow only residential uses of lamithin a neighborhood or subdivision and so
may not contain any retail establishments, and beagategorized as low access according to
the typology above. However, affluent householdsildidhave the means to travel to grocery
shopping. Our focus is on vulnerable subpopulatitas may have barriers to access. We
define low-income individuals as those living ilm@usehold with household income less than
or equal to 200 percent of the Federal povertystiokls according to household size. Low-
income areas were defined as census tracts thanbeelithan 40 percent of the residents liv-
ing in households with income at or below 200 petrcd the Federal poverty thresholds.

In order to apply these definitions and accesslogpo(low-, medium-, and high-supermarket
access) to the ATUS data, we needed to know thetitoc of the ATUS respondents. The
respondent’s address and detailed geographicahmafion is suppressed on the ATUS public
use files to protect the confidentiality of survegpondents. These data only are available to
staff of the U.S. Census Bureau with a need to kttesvinformation. As a result, we could
do analysis by access level only with Census Buceaperation. Because the original project
was a Congressionally-mandated study, the Buredwabbr Statistics and the U.S. Census
Bureau collaborated with the U.S. Department ofi&dture to produce the needed esti-
mates. Since the data were restricted to CensteaBstaff, they compiled all estimates.

Using the access typology and definitions aboveé Wexe defined by census tract, Census
identified the access level of the ATUS responderiits grocery shopped on their diary day,
and also whether or not they were in a low-incomesas tract. Of the 11,569 respondents
over 2003-07 who grocery shopped on their diary, 8305 were able to be assigned an ac-
cess level. Not all respondents could be assignegiccess level for two reasons. First, ERS
was not able to assign a level for some censutsiriypically those in Indian Reservations or
tracts dominated by National Parks. Second, becatiséensus Bureau’s sample framing
method for the Current Population Survey and theeAcan Time Use Survey, sample frames
of residents in newly-built housing do not contdetailed geographical information, and spe-
cifically census tract information, and so they Idonot be matched. As a consequence, ac-
cess-level analysis could be done on 72 percenth@fATUS respondents who grocery
shopped.

The ability to utilize the respondents’ locatiofiormation is crucial to this food desert analy-
sis, and allows us to identify whether a supermairkdocated near the respondent’s resi-
dence. However, we do not know where the respdrgtenery shopped and we do not know
whether the respondent grocery shopped at thestlespermarket. Respondents may selec-
tively shop further from their neighborhood becaaerice, availability, or preference fac-
tors. As a consequence, our estimates may be stietades of travel time to the closest su-
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permarket. Having stated this, the benefit of araty the time diary is that we are measuring
what the individual actually did, and how he/shegfiocery shopping into his/her life. Our

estimates are, when weighted with the ATUS samg@mghts, nationally representative esti-
mates of grocery shopping behavior on an averagews 2003-07.

4.1 Travel time by access level

Table 3 shows the average time spent in travetdoagy shopping on an average day by level
of access to the nearest supermarket. The tablesstie average minutes spent traveling to
grocery stores for shoppers who lived in low-incaaneas with low, medium, and high access
to supermarkets. These averages are comparedhgitiational average. Overall, the national
average of time spent traveling, one-way, to thecgry store was 15 minutes, and about 14
percent of the population traveled to the grocéoyeson an average day.

Time spent traveling to the grocery store was @reist low-income areas with low-access.
The average time spent traveling to the grocemedir those who lived in these areas, 19.5
minutes, was significantly greater than the average spent traveling to the grocery store
for those in low-income areas with high accessyIbinutes) and for those in low-income
areas with medium access (14.1 minutes). In additlmse in low-access areas shopped less
frequently—on average once every 8 days versusi@naaaverage of once every 7 days.

The difference in average time spent travelinghtodrocery store by access level may not be
surprising given that this study’s definition ofcass is based on distance, and that, all else
equal, it is expected that those who live more thanile from a supermarket would spend
more time traveling to the grocery store than theke live closer to the supermarket. To put
these averages into context, table 3 also repoeersage time spent traveling to grocery stores
by households in higher-income areas separatelthdiy access levels. As expected, those
with low access spend the most time traveling ®ogtocery store (19.5 minutes) compared
with those who are closer. But the average of tho$gegher income areas that are more than
a mile from a store is still almost 4 minutes seQri5.8 minutes, than the average time of
those in low-income areas who are more than afnake a grocery store.

The final set of averages shown in table 3 compavesage time spent traveling to grocery
stores for those with household income below 20@qre of Federal poverty guidelines and
for those with income above 200 percent of povéngividuals with low income who live in
low-income areas with low access spend about timee sanount of time traveling to grocery
stores (19.3 minutes) as those who do not havarioeme but who live in low-income areas
with low access to grocery stores (20.5 minutetyoAncluded are national estimates for the
13 percent of the sample with missing income infation*

13 Because household income is a sensitive questidras a higher nonresponse rate than other CES an

ATUS questions.
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Table 4 shows the mode of transportation usedtimgeo grocery stores. These results show
that the majority of people who shopped for graezdrove to the store as either the driver of
a vehicle or as a passenger with another househeidber. Those with low income and the
lowest levels of access were the most likely tealto the grocery store (93.3 percent, com-
pared with 87.1 percent for medium-access shopu®is65.3 percent for high access shop-
pers). Those who lived closest to grocery stordevinincome areas were more likely to walk
or bicycle to the store than those in low- or methaccess areas (23.1 percent, compared
with 2.2 and 5.4 percent for those with low and medaccess). Very few shoppers used
public transportation to get to a grocery storely@m3 percent of shoppers in low-access are-
as got rides to the grocery store with nonhousehwdbers or in taxis, while 9.7 percent of
shoppers in high-access areas got rides to gratergs with nonhousehold members or in
taxis.

Grocery shoppers from low-access low-income arear® \more likely to have been accom-
panied by children on their trips to the grocemyratthan others—29.1 percent versus a na-
tional average of 22.8 percent. Having childremglon the trip is likely to make the trip
more cumbersome, making travel and grocery shopmiage difficult for these low-access
shoppers?

The last rows in table 4 show whether grocery skopfravel to grocery shopping from home
or from work, and their trip chaining patterns. Rdwout 8 percent of the shoppers, the time
distance between work and the grocery store wateshtbhan between home and the grocery
store. Interestingly, those in low-income areashvidw access were the most likely to use
work as an anchor location for grocery shoppinthegitraveling directly between the work-
place and grocery shopping, or traveling betweerkvamd grocery shopping bunched with
other activities (7.7 percent directly from workdaB.6 percent bunched with other activities
from work). Those from low-income areas that hadlion® or high levels of access were less
likely to access grocery stores from work. Thedenedes indicate that some of those who
live in low-income areas with low access choosegrn stores closer to work than to home
(11.3 percent). It is then possible that employmemtroviding these individuals with a food
environment that is not a food desert, that ist thair job is in a neighborhood with a super-
market

14 Although we look only at “whom with” for the tral/to and from grocery shopping, and not the whath w

during the grocery shopping itself, Wiig and Sn{@009) found that when adults accompanied by ofidr
grocery shopped, that children influenced what faad purchased, particularly snack foods, frequeetl
sulting in higher grocery bills.

5 Both Bitler and Haider (2011) and Sallis and GI&2009) discuss the importance of including woakgl
as a food environment. Bitler and Haider state:‘Hyaand nutritious food must be geographicallyselo
enough to a consumer to be useful. A precise ctaaraation of proximity is unlikely to be fixed, ther
across region or within region, because proxinstyffected by factors such as transportation avititha
(e.g., access to private or public transportatiath @ongestion) and individual travel patterns (el rela-
tive location of one’s residence and workplace}h# analyst only considers stores near where ithalits
live, then important food sources may be missech &s those near where people work or near théd-ch
ren’s schools.” (pp. 155-156)
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Table3
Averagetime spent in travel to grocery shopping
on an average day by accessto grocery stores

Average Average 90% confidenceintervals
minutestrav- engaged in - -
duneto”  wadraa UL 100 0L N0
shopping, for cery shop-
those who ping (on
grocery ave. day) in Average Average
N shopped N % minutes %
Total population, age
15+, 2003-07 8,305 15.0 52,677 14.0 14.67 15.2513.70 14.31
Low-income areas
Low access 573 19.5 4,387 12.1 18.06 20.9311.06 13.12
Medium access 719 141 4,637 13.5 12.96 15.14 12.46 14.47
High access 610 155 4,180 12.3 14.34 16.66 11.28 13.39
Not-low-income areas
Low access 1,787 15.8 11,277 14.4 15.22 16.47 13.67 15.09
Medium access 2,141 125 12,707 14.7 12.09 12.94 14.08 15.33
High access 1,182 13.3 6,393 16.3 12.58 14.0515.35 17.32
Income, 2003-07
Household income <
200 poverty threshold 2,310 15.8 15,534 13.6 15.28 16.36 13.03 14.16
Low-income areas
Low access 286 19.3 2,107 13.6 17.32 21.27 12.15 15.14
Medium access 373 14.2 2,358 13.4 13.13 15.27 12.00 14.70
High access 307 16.4 2,185 12.5 14.57 18.1510.97 14.04
Not-low-income areas
Low access 348 16.3 2,258 14.7 15.03 17.6113.16 16.25
Medium access 403 13.6 2,562 13.3 12,55 14.69 11.98 14.61
High access 226 12.3 1,303 16.7 11.09 13.57 14.57 18.80
Household income >
200 poverty threshold 4,886 14.2 29,988 14.2 13.85 14.60 13.81 14.66
Low-income areas
Low access 207 20.5 1,624 11.3 18.33 22.60 9.83 12.79
Medium access 272 121 1,687 14.1 10.86 13.3512.32 15.81
High access 216 135 1,375 12.6 11.86 15.1510.91 14.35
Not-low-income areas
Low access 1,195 15.6 7,498 14.3 14.77 16.37 13.39 15.17
Medium access 1,470 11.8 8,480 15.0 11.36 12.33 14.20 15.89
High access 789 13.4 4,187 16.3 12.34 14.4315.11 17.56
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Table 3 Cont.
Averagetime spent in travel to grocery shopping on
an aver age day by accessto grocery stores

Average Average 90% confidenceintervals
minutestrav- engaged in - -

. mini- max- mini- max-
el timeto travel relat- mum imum  mum_ imum
grocery ed togro-

shopping, for cery shop-
those who ping (on
grocery ave. day) in Average Average
N shopped N % minutes %
Income, 2003-07
Household
income missing 1,109 16.3 7,155 13.9 1540 17.1993.05 14.70
Low-income areas
Low access 80 17.7 656 9.7 14.35 21.18.51 11.95
Medium access 74 194 592 12.3 14.46 24.3B64 14.87
High access 87 17.0 620 11.1 12.77 21.1884 13.45
Not-low-income areas
Low access 244 16.5 1,521 14.4 1494 18.0@.52 16.27
Medium access 268 14.4 1,665 15.0 12.90 15.83.14 16.88
High access 167 14.4 903 15.9 12.37 16.43.46 18.31

Note: Average time is one-way, not total traveldifbased on shortest one-way time).
Source: 2003-2007 American Time Use Survey datare@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdiopuhnd a USDA ERS-compiled supermarket directory
for the contiguous U.S. in 2006, own calculations.
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Table4
Characteristics of grocery shopping by level of accessto super markets

L ow-income ar eas Not-low-income ar eas
Low Medium  High Low Medium High
Total access access access access access access
M ode of transportation in %
Car, truck, motorcycle
(driver or passenger w/hh
member) 90.2 93.3 87.1 65.3 96.7 92.2 83.9
Walking or bicycle 4.8 2.2 5.4 23.1 0.3 3.1 10.0
Public transportation
(bus, subway/train) 0.3 0.1 0.9 1.9 0.0 0.3 0.3
Other (passenger w/nonhh
member, boat/ferry, taxi/limo,
unspecified) 4.7 4.3 6.6 9.7 2.9 4.4 5.8
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
With whom in %
Alone 48.8 40.0 39.0 40.8 49.9 52.7 53.6
With household members 42.1 49.2 49.9 46.1 41.1 539. 379
With others, not household
members 9.1 10.8 11.1 13.1 9.1 7.8 8.6
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
With children (persons under 18
years old) 22.8 29.1 28.2 32.8 20.3 22.6 19.4
Trip chainingin %

Home to store, direct / Store to
home direct 63.6 54.8 64.0 61.0 64.5 68.4 66.6
Home to store, bunched or clus-
tered/ Store to home, bunched or
clustered 28.4 33.9 31.1 34.9 26.5 25.8 26.3
Work to store, direct / Store to
work direct 5.9 7.7 3.5 3.3 6.6 3.9 5.9
Work to store, bunched or clus-
tered/ Store to work, bunched or
clustered 2.1 3.6 1.3 0.8 2.5 1.9 1.3
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Note that "with whom" is for travel to grocery soand not grocery shopping.
The person or persons with the respondent maylmjyresent for part of the travel.
Characteristics are of one-way shortest travel tioffeom grocery store.
Source: 2003-2007 American Time Use Survey datare@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdiopuind a USDA ERS-compiled supermarket directory

for the contiguous U.S.
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4.2 Travel time by access level and employment stat  us

Tables 5 and 6 show travel times for those emplayetl those not employed, respectively.

The main finding here is that average travel tifeeshose employed are about the same as
for those not employed. Although travel times wabeut the same, those employed and those
not employed do have different participation radégrocery shopping. On an average day

over 2003-07, 13.1 percent of those employed gyosieopped, and 15.6 percent of those not
employed grocery shopped. This is equivalent t@ehemployed grocery shopping on aver-

age once every 7.6 days, and those not employgapsigponce every 6.4 days, more than a

one-day difference.

Table5
Averagetime spent in travel to grocery shopping
on an average day by accessto grocery storesfor employed persons

90% confidenceintervals

Average Average  min-

minutestravel engaged in imu max- min- max-

timeto grocery travel related 1 imum imum imum

shopping, for to grocery

those who gro- shopping (on  Average Average

N cery shopped N aveday) % minutes %
Total pop., age 15+, 2003-07 5,151 14.9 33,098 13.1 14.5115.27 12.73 13.50
Low-income areas
Low access 303 21.2 2,398 10.8 19.1823.23 9.60 12.03
Medium access 404 13.4 2,560 13.3 12.2214.59 11.88 14.65
High access 336 15.2 2,341 11.7 13.4916.89 10.32 13.01
Not-low-income areas

Low access 1,141 15.7 7,464 13.1 14.8816.51 12.17 13.94
Medium access 1,361 12.7 8,312 13.4 12.1413.32 12.62 14.16
High access 792 12.9 4,250 16.1 12.0013.86 14.83 17.31

Income, 2003-07

Household Income < 200

poverty threshold 1,082 15.2 7,372 12.6 14.4215.93 11.81 13.36
Low-income areas
Low access 124 22.0 920 12.0 18.3625.67 10.12 13.83
Medium access 181 12.8 1,054 14.4 11.3714.16 12.27 16.60
High access 145 15.3 1,029 12.1 13.0917.51 9.90 14.32
Not-low-income areas
Low access 156 15.5 1,128 11.7 13.7417.23 9.63 13.71
Medium access 189 134 1,254 124 12.1214.67 10.65 14.06
High access 112 11.3 641 16.1 9.83 12.75 13.04 19.20
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Table5 Cont.
Averagetime spent in travel to grocery shopping
on an average day by accessto grocery storesfor employed persons

90% confidenceintervals

Average Average  min-
minutestravel engaged in imu max- min- maxi-
timeto grocery travel related 1 imum imum mum
shopping, for to grocery
those who gro- shopping (on  Average Average
N cery shopped N aveday) % minutes %

Income, 2003-07

Household Income > 200

poverty threshold 3,431 14.3 21,743 13.2 13.8514.85 12.68 13.65
Low-income areas
Low access 137 21.2 1,143 10.8 18.8423.59 8.93 12.58
Medium access 183 13.0 1,200 11.8 11.1314.79 9.89 13.70
High access 152 14.1 1,004 115 11.7816.47 9.73 13.22
Not-low-income areas
Low access 838 15.4 5,444 13.2 14.4116.35 12.25 14.25
Medium access 1,017 12.0 6,107 13.4 11.3312.67 12.47 14.35
High access 579 13.0 3,084 16.1 11.7314.21 14.62 17.49
Household Income
missing 638 17.0 3,983 13.7 15.7118.28 12.61
Low-income areas
Low access 42 -- 335 -- -- -- -- --
Medium access 40 -- 306 -- -- -- -- --
High access 39 -- 308 -- -- -- -- --
Not-low-income areas
Low access 147 17.5 892 13.5 15.3419.71 10.90 16.16
Medium access 155 15.9 951 14.5 13.718.03 12.10 16.89
High access 101 14.7 525 16.1 12.1617.19 12.89 19.33

Note: Average time is one-way, not total traveldim
(based on the shortest one-way time).
-- indicates that estimate is suppressed due tdl selbsize.
Source: 2003-2007 American Time Use Survey datase@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdiopuind a USDA ERS-compiled supermarket directory
for the contiguous U.S. in 2006, own calculations.

Participation rates for those employed were lovirantfor those not employed for all sub-

groups. Employed persons in low-income, low-acegess had one of the lowest rates, 10.8
percent (equivalent to once every 9.2 days), veitug percent for those not employed in

low-income low-access areas (equivalent to onceyex@ days).
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Table6

Averagetime spent in travel to grocery shopping
on an average day by accessto grocery storesfor not employed persons

Average 90% confidence intervals
minutestravel Average - . . .
time to gro- engaged jn  Mini-  maxi- - mini-  maxi-
cery shop- travel relat-  MUM  mum - mum - mum
ping, for those ed to grocery
who grocery shopping (on Average Average
N shopped N ave. day) % minutes %
Total pop., age 15+,
2003-07 3,154 15.1 19,579 15.6 14.61 15,51 15.05 16.14
Low-income areas
Low access 270 17.7 1,989 13.7 16.15 19.34 12.02 15.47
Medium access 315 14.9 2,077 13.7 13.11 16.66 12.26 15.21
High access 274 15.9 1,839 13.3 14.09 17.70 11.50 15.09
Not-low-income areas
Low access 646 16.1 3,813 17.0 15.19 16.96 15.84 18.21
Medium access 780 12.2 4,395 17.3 11.51 12.86 16.04 1855
High access 390 14.1 2,143 16.9 12.83 15.30 15.34 18.44
Income, 2003-07
Household Income <
200 poverty threshold 1,228 16.4 8,162 14.6 15.61 17.14 13.79 15.45
Low-income areas
Low access 162 17.5 1,187 15.0 15.57 19.43 12.85 17.21
Medium access 192 15.7 1,304 12.4 14.07 17.36 10.78 13.98
High access 162 17.4 1,156 12.9 14.63 20.24 10.69 15.20
Not-low-income areas
Low access 192 16.9 1,130 18.1 15.12 18.71 15.54 20.58
Medium access 214 13.8 1,308 14.3 12.03 15.64 12.39 16.28
High access 114 13.4 662 17.3 11.73 15.09 14.26 20.36
Household Income >
200 poverty threshold 1,455 14.0 8,245 17.0 13.40 1456 16.15 17.92
Low-income areas
Low access 70 18.9 481 12.7 14,42 23.35 953 15.84
Medium access 89 10.8 487 19.6 9.54 12.16 15.94 23.33
High access 64 12.2 371 16.0 10.01 14.38 11.37 20.70
Not-low-income areas
Low access 357 15.9 2,054 16.9 14.71 17.18 15.16 18.68
Medium access 453 11.6 2,373 19.2 10.87 12.26 17.42 20.95
High access 210 14.5 1,103 17.1 12.57 16.41 14.97 19.30
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Table 6 Cont.
Averagetime spent in travel to grocery shopping
on an average day by accessto grocery storesfor not employed persons

Average 90% confidenceintervals
minutestravel Average . . . .
time to gro- engagedin  Mini-  maxi- - mini-  maxi-
cery shop- travel relat- MuM  mum mum  mum
ping, for those ed to grocery
who grocery shopping (on Average Average
N shopped N ave. day) % minutes %
Income, 2003-07
Household Income
missing 471 15.4 3,172 141 14,18 16.54 1291 15.27
Low-income areas
Low access 38 -- 321 -- -- -- -- --
Medium access 34 -- 286 -- -- -- -- --
High access 48 -- 312 -- -- -- -- --
Not-low-income areas
Low access 97 15.0 629 15.8 13.15 16.90 13.21 18.35
Medium access 113 12.3 714 15.8 10.58 14.04 13.09 18.46
High access 66 14.0 378 155 10.58 17.33 11.75 19.34

Note: Average time is one-way, not total traveldi
(based on the shortest one-way time).
-- indicates that estimate is suppressed due ttl selbsize.

Source: 2003-2007 American Time Use Survey datare@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdiopuhnd a USDA ERS-compiled supermarket directory

for the contiguous U.S. in 2006, own calculations.

Tables 7 and 8 show the characteristics of grosboppers who were employed and those
not employed, respectively. As one might expetarger share of those employed drove (or
were driven by a household member) to grocery singp®2.0 percent, versus 87.3 percent
of those not employed, and a larger share of tleosployed traveled to grocery shopping

alone, 50.5 percent versus 46.3 percent. Integdgtia larger share of those employed had
children with them when traveling to grocery shaoywpi24.8 percent, versus only 19.8 percent
of those not employed. Perhaps this is due to pickip/dropping off children to daycare be-

fore or after work, and consequently, on the wagrtacery shopping. 13.5 percent of those
employed who grocery shopped had a shorter tramel to/from their workplace than to/from

home, that is, their workplace was the anchorHerttip.
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Table7
Characteristics of grocery shopping by level
of accessto supermarketsfor employed persons

L ow-income ar eas Not-low-income ar eas

Low Medium High Low Medium High
Total access access access access access access

Mode of transportation in %
Car, truck, motorcycle (driver or

passenger w/hh member) 920 974 89.9 69.9 97.7 92.9 85.8

Walking or bicycle 4.4 0.4 5.1 19.2 0.5 3.5 9.5

Public transportation (bus, subway/train) 0.1 00 90 0.2 0.0 0.1 0.1

Other (passenger w/nonhh member,

boat/ferry, taxi/limo, unspecified) 3.4 2.2 4.1 710. 1.8 35 4.7

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
With whom in %

Alone 50.5 43.1 39.2 42.2 53.3 50.8 56.1

With household members 42.1 50.3 49.7 48.0 39.8 542. 36.3

With others, not household members 7.4 6.5 11.1 9.86.9 6.7 7.6

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

With children (persons under 18

years old) 248 30.7 30.2 32.8 23.2 25.7 19.3
Trip chaining in %

Home to store, direct / Store to home

direct 58.7 39.6 62.6 56.8 61.9 63.6 61.8

Home to store, bunched or clustered/

Store to home, bunched or clustered 27.7 37.9 28.8 35.8 23.6 27.1 27.5

Work to store, direct / Store to work

direct 9.8 154 6.2 5.9 10.5 6.4 8.8

Work to store, bunched or clustered/

Store to work, bunched or clustered 3.7 7.2 2.4 1.54.0 3.0 1.9

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Characteristics are of one-way shortest travel tioffeom grocery store.
Note that "with whom" is for travel to/from grocestore, and not grocery shopping.
The person or persons with the respondent maylmjyresent for part of the travel.

Source: 2003-2007 American Time Use Survey datare@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdéiopuhnd a USDA ERS-compiled supermarket directory

for the contiguous U.S. in 2006, own calculations.
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Table8
Characteristics of grocery shopping by level
of accessto supermarketsfor not employed persons

L ow-income ar eas Not-low-income ar eas

Low Medium High Low Medium High
Total access access access access access access

M ode of transportation in %

Car, truck, motorcycle (driver or

passenger w/hh member) 87.3 89.1 83.6 59.4 95.2 91.3 80.1

Walking or bicycle 5.3 4.2 5.9 28.0 0.1 2.4 11.1

Public transportation (bus, subway/train) 0.6 02 80 4.1 0.1 0.5 0.8

Other (passenger w/nonhh member,

boat/ferry, taxi/limo, unspecified) 6.7 6.5 9.8 85 4.6 5.8 8.0

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0
With whom in %

Alone 46.3 36.8 38.8 39.0 44.7 55.7 48.6

With household members 42.0 48.1 50.2 43.6 43.0 9 34. 40.9

With others, not household members 11.7 151 110 741 123 9.4 10.5

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

With children (persons under 18

years old) 19.8 275 25.7 32.9 16.0 17.9 19.6

Trip chainingin %
Home to store, direct / Store to home

direct 71.4 70.2 65.9 66.3 68.3 75.8 76.1
Home to store, bunched or clustered/

Store to home, bunched or clustered 28.2 29.8 34.1 33.7 30.9 23.7 23.9
Work to store, direct / Store to work

direct 0.3 0.0 0.0 0.0 0.6 0.2 0.0
Work to store, bunched or clustered/

Store to work, bunched or clustered 0.1 0.0 0.0 0.0 0.1 0.2 0.0
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Characteristics are of one-way shortest travel tiongrocery store.
Note that "with whom" is for travel to/from grocestore, and not grocery shopping.
The person or persons with the respondent maylmjyresent for part of the travel.
Source: 2003-2007 American Time Use Survey datare@tiPopulation Survey sampling frame from Census
Bureau; access levels based on 2000 Census ofdiopuhnd a USDA ERS-compiled supermarket directory
for the contiguous U.S. in 2006, own calculations.
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5 Conclusions

51 Limitations

We used the American Time Use Survey, which costaimne-day time diary. Because we
have only one day, we miss inter-person variatinoesgrocery shopping is an activity that is
typically not done daily. However, we do have ayérnationally representative sample—a
total of 72,922 completed interviews of which 1B #2spondents grocery shopped on their
diary day—so we expect that any bias would be small

With respect to our application to food deserts madel time to grocery shopping, we do not

know if the retail venue where the respondent pased groceries was the nearest (either in
time or geographical distance) grocery store tordspondent’s residence, or even the pre-
ferred grocery store. We just know that the respahgurchased groceries on the diary day.
This may lead to an overestimate of the travel timgrocery shopping if some respondents
did not shop at the nearest grocery store.

In merging the access typology with the Census safmgmes in order to analyze travel time
by census tract access level and income level, sespondents could not be matched, either
from the typology side (census tracts that couldb®oclassified) or the respondent side (Cen-
sus did not have the tract information in the sanfphme). As a consequence, our sample
was reduced to 8,305 respondents, still a larggkarmowever there is the risk that estimates
calculated from the smaller sample are not the sasnestimates calculated from the entire
sample. This could result in either an over- orarrestimate of travel times.

5.2 Travel to grocery shopping estimates

Our findings on food deserts—low-income, low-accassas—are compelling. The travel
time to grocery shopping, the time cost, was grefte those living in low-supermarket-
access areas than for others. Not surprisinglydeats of food deserts grocery shopped less
frequently, which would lessen the ability to hdwesh produce in the household. In addi-
tion, they were more likely to be accompanied bidcen on their trip, which could make
grocery shopping more cumbersome. Analysis lookingmployment status found that travel
times were about the same for those employed ash@me not employed. However, the
groups had different participation rates of grocgippping and different travel characteris-
tics, such that those employed shopped less fréiguban those not employed.

Our findings of travel time to grocery shoppingngshationally-representative data is an im-
portant contribution to the understanding of sumeket access in low-income areas. Not
only travel times, but also participation rates—fieecent who grocery shopped on an aver-
age day—were estimated, as well as whom the shopgemwith and their mode of transpor-

tation. Having this information provides insightéa possible difficulties that some subpopu-
lations may have in purchasing healthy, nutrititoc.
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Most other food desert studies have looked at Bpegpeographic areas, whereas we used
nationally representative data. Whereas Rose aokdaRls (2004) study had data on travel
time, they did not have a diary of the entire dagl ao could not analyze how individuals fit
grocery shopping in their lives. Other food desesgearchers have stated the importance of
the time element in identifying and analyzing fateberts, however few studies have done so.
Our measurement and analysis is a contributiohahit provides an additional dimension to
the study of the extent of low access to supermaréeross the United States. This work
compliments the food desert research that others Hane looking at physical geographical
distance.

5.3 Estimating travel times using time-use data

Our analysis of travel times in food deserts hawided a case study for analyzing travel us-
ing time use diaries. As discussed above, thdiegibterature is sparse on using time diaries
to study travel times and patterns. Our methodolwas contributed to the time use literature
by providing a streamlined method of identifyingdameasuring travel time to a specific ac-
tivity, in this case grocery shopping, using theekxivan Time Use Survey data. Our method-
ology would work with other similarly-coded timeaudata. In addition, our technical detail
and coding rules—no doubt tedious reading—proviae tuse researchers with information
that may help understand the complexities of tiamnsing time diary data into travel times.
Time-use data, with detailed diary information andealth of demographic and labor force
participation information, has much to offer in enstanding individuals’ travel patterns and
the context for their trips, information relevaata variety of policy issues. This methodology
could be used for a variety of travel time reseayobstions, allowing for estimates of travel
time as the individual fits an activity into hisfige. We hope to see more researchers using
time use data to analyze travel questions in thedu

This analysis also serves as an example to demataskre benefit from agencies’ collabora-
tion that allowed us to utilize confidential locatiinformation, even though we did not have
access to it. Continued collaboration across agentilizing spatial information would ben-
efit a variety of program and policy issues.

Appendix — Detailed coding rules

Missing where codes

We had to deal with the fact that the ATUS doesastwhere a person was for personal care
activities in the time diary, and so the where cmmissing (TEWHERE=-1). Missing TE-
WHERE information was re-coded as at home (TEWHERHSt corresponded to a person-
al care activity (0101xx, 0102xx, 0104xx) or a timben the respondent refused to provide
an activity (500105) or did not remember his/haivatyg (500106) and if the activity was ad-
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jacent to an at home activity. Similarly, if thaséssing TEWHERE conditions were met ex-
cept the activity was adjacent to an activity damnene's workplace instead of one's home,
then TEWHERE was re-coded as workplace (TEWHEREW®).recoded TEWHERE as at
home (TEWHERE-=1) if the first two diary entries wdPersonal Care (01xxxx) and the third
was travel.

Excluded diaries

If the respondent was not at home for any activitthe 24-hour time diary, then that obser-
vation was not included. If the mode of travel vgsairplane, the observation was excluded
as the grocery shopping was likely in an airportirdy out-of-town travel. For individual
travel times that appeared unusual, the time diay investigated to understand the story of
the respondent’s day. After investigation of theggeme travel times, thirty-seven observa-
tions with grocery shopping were excluded for tbiofving reasons: (1) we determined that
the respondent was out of town when the grocerpihg took place; (2) the time diary pro-
vided insufficient data, usually because the radpat reported “can’t remember” or “none
of your business” for portions of the diary day (A3 activity codes 50xxxx); or (3) the re-
spondent had a large number of errands or othefiteas on the diary day such that the total
travel time to grocery shopping would likely be @verestimate of the time distance to the
grocery store. The resulting dataset that we usethlculate the estimates contains 11,569
observations. A small number of extreme cases weteded as they appeared as legitimate
trips to/from grocery shopping—respondents who bacb minutes travel to grocery shop-
ping, which is possible if the store is in the saynéding as the respondent’s previous activi-
ty, and respondents who had 120 minutes or lomgeeltto grocery shopping.

Anchors

Home (TEWHERE=1) and workplace (TEWHERE=2).

Travel and travel time

We recoded activities '500101", '500103', '5001'680107', or '509989' as travel (18xxxx) if
the TEWHERE was a mode of transportation (TEWHEREZ%9Q, 21, 99).

Measuring the time to grocery shopping consistadafing all the travel legs (18xxxx) from
home to store (070101 and TEWHERE=4,6,7,9,11) and &tore to home. Then the "before
store" time is compared with the "after store" tiama the minimum is chosen. Note that if
there is only one “side,” that is, if the respondesis no activities at home before the store, or
no activities at home after the store, then thesite is used as the trip length.

If the respondent reports being at his/her workglélcen the travel “counter” is reset, and the
previous legs of travel are not included.
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If the respondent grocery shopped two or more tirtte=n the “before store” time is from
home (or work) to the first occurrence of grocelngping, and the “after store” is from the
last occurrence of grocery shopping to home (okyvor

Exclusions

Only observations with grocery shopping (070101thwine following TEWHERE codes are
included: 4 (restaurant or bar), 6 (grocery storefpther store/mall), 9 (outdoors away from
home), and 11 (other place).

If "before store" or "after store” travel includEEWHERE=20 (airplane travel), the observa-
tion is excluded.

Observations with no activity done at home on tiagydday are excluded.

With whom—categories:

1. Alone: TUWHO_CODE= 18, 19

2. With household members: TUWHO_CODE= 20-30

3. With others (not household members): TUWHO_COMRB58

These categories total 100%.

Separate category:

4. With child/ren (own child or other child): TUWBH CODE=22, 27, 40, 52, 57 (for
TUWHO_CODE=22 and 27, and TEAGE<18)

With whom—Rules for multiple legs of travel:

If alone and then with someone (or vice versa)nthede as with someone (either with
household members or with others).

If with household members and with others, therecaslwith household members.

If alone and then accompanied by a child, then esdeith child/ren.

Note: TUWHO_CODE rules for travel legs only, thatli8xxxx activities, not the dwell activ-
ities.

Mode of transportation—categories:

1. By vehicle, driver or passenger with househofshtber—includes:

Driver (TEWHERE=12)

Passenger (TEWHERE=13) with household member ddarawg! (18xxxXx,

TUWHO_CODE is 20 - 30). This indicates accessVelacle.
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May include walking travel legs.
2. Walking only (all travel legs= 14), bicycle or(ll travel legs=17).

3. Public transportation (TEWHERE= 15-bus, 16-suptvain, 18-boat/ferry), may include
walking (TEWHERE=14) or biking (TEWHERE=17) trave(s).

4. Other—includes:

TEWHERE= 19 (taxi/limousine service) or 21 (othesdwa of travel)
TEWHERE= 13 (passenger in vehicle) if with nonhdwodd member
TEWHERE= 99, unspecified mode of transportation

Note that observations with TEWHERE=20 (airplarme) excluded.

Rules for mode of transportation:

Ignore TEWHERE < 12 or TEWHERE > 30 (except TEWHERE, unspecified mode of
transportation). There are some travel activiteded as TEWHERE=9 (outdoors away from
home). This is likely to be the parking lot of tstere.

If multiple legs of driving (TEWHERE=12) or ridin@L3) with a leg of walking (14), then
code as By vehicle. (Example: Before store= 12, Affter store= 14, 12.) In this case the
walking involved is likely in the store parking lot
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1 Introduction

Multitasking (or “doing more than one thihgt a time”) is a virtually ubiquitous phenomenon
of modern life. The impact of multitasking appe&wsbe growing more pervasive (some
would say invasive) over time, as a result of evgMifestyles (and “workstyles”) entailing
greater spatial and temporal fragmentation (Cois;l@004) and schedules that call for in-
creased productivity and faster execution of mldtipsks. Moreover, increased opportunities
for multitasking are allowed, and increasingly arigad through complex networks, by the
availability of information and communication techogy (ICT) applications and easier ac-
cess to media content.

As common as multitasking is, however, many gapsare in our understanding of the ra-
tionale behind its adoption and its implicationst the very core of the matter, the definition
of multitasking often comprises several apparedtfferent manifestations, and there is no
universal agreement about what eventually canwarat cannot, be considered multitasking.
For example, many scholars define bstmultaneously-conducted activitiemd switching
between activitiegs multitasking, while some (e.g. Arnelt al, 2006) reserve the term to
mean only simultaneously-conducted activities, athgrs (e.g. Delbridge, 2000) define it in
terms of switching.

Whereas “multitasking” is a common entry in the plap lexicon, its more scholarly relative,

“polychronicity”, is less familiar. Polychronicityoften defined as “the extent to which peo-
ple prefer to engage in two or more tasks or eveimtsiitaneously” (Kaufman-Scarborough
and Lindquist, 1999a, p. 288), has been the subjestientific study since at least 1959,
when the anthropologist Edward T. Hall first disses the use of time and the individual's
involvement in activities in a cultural dimensiorhis is contrasted to “monochronicity” (or

“monochronism”), or a preference for “doing onenthat a time® (Hall, 1959, p. 178).

Although polychronicity and multitasking are somats used interchangeably (even within a
single study), in this study we adopt the logicistidction suggested by Persing (1999) and
Waller (2007), and further refined by Konig and Wal(2010) as well as Poposki and Os-
wald (2010). Specifically, we use “multitasking” tefer to thebehaviorof conducting more
than one activity at the same time, and “polycheibyil to mean thedegree of preferender
such behavior (with natural counterparts “monotagkand “monochronicity”).

The “thing” in question tends to be referred toaa“task” (hence, “muliasking) in the human (work)
performance literature, and as an “activity” in thme use literature. This paper will use botmtemore
or less interchangeably.

2 Hall actually used the term to refer to the bétrag‘doing one thing at a time”) rather than te tprefer-
ence for such a behavior, but see our distinctiathé following paragraph.
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Researchers have devoted substantial effort tetthey of multitasking as an increasing cul-
tural phenomenon, and of polychronicity as a pretedifestyle. The field of study is very

much still evolving, with several scholars recentlitiating a discussion of key conceptual
issues related to polychronicity and multitaskidgnong these, Kenyon (2010) identifies

considerable variety in how the concept of mulkilag is defined and measured in time-use
diaries, and interpreted by those who completediaeies. Kénig and Waller (2010) and

Poposki and Oswald (2010) likewise point to the tiplitity of definitions and measures of

polychronicity. All of these works note that suobnceptual ambiguities hamper our ability
to conduct and synthesize research in this field.

Another problematic issue is thiene scaleon which activities and preferences are measured.
Although the time scale is often discussed as aaron(Bluedorret al, 1992; Kenyon, 2010;
Kodnig and Waller, 2010), the empirical researchthos topic remains unsettled. For instance,
the unit of time over which tasks are being congderemains completely unspecified in
many studies (in particular, it is unspecified Ihod the standard scales used to measure pol-
ychronicity; see Section 7 for brief descriptiorigheese scales). This approach leaves it to (1)
the respondents to choose a unit, which may vany fone question to the next in a way un-
predictable for the analyst; (2) the analyst tolgpm assumption of what unit people have in
mind, which may lead to ambiguities in interpraiat{Konig and Waller, 2010); and (3) the
audience of the study to apply a unit of its chongsFurther, as a projection of our own expe-
rience, we are convinced (cf. Konig and Waller,20dnd also the distinction between micro-
and macro-multitasking in Wallis, 2010, p. 10) tHa same actors may exhibit different be-
haviors (and preferences) depending on the timke stawhich activities are measured and
recorded (as well as depending on the contextygraldgy of activities in a specific study).

This paper continues and expands the discussi@orog of the issues mentioned above, as
part of an ongoing effort to more systematicallypntf@e conceptual landscape comprising the
varied manifestations of multitasking and polychedy. In the same way in which a physical
landscape can be fundamentally characterized byhtee spatial dimensions (length, width,
and height) and by many other variables of intefgstcent forest cover, lane-miles of road-
way, land use type, population ethnicity, and s{ @are examine our conceptual landscape
from several different perspectives.

The first part of the paper addresses the two fonrahdial dimensions of the multitasking/ pol-
ychronicity landscape, namely tsbare ofresourcesand theshare oftime allocated to the
execution of activities, and attempts to clarifyr@ambiguities surrounding those concepts:
in Section 2 we present a basic typology of mudkilag based on those two dimensions,
while the next two sections elaborate further orhe# them respectively. Section 3 discusses
the heterogeneity and allocation synergies of thalable resources, as well as the interac-
tions among activities and the concept of outpfitiehcy. Section 4 addresses the important
role of time in describing multitasking scenaribeth in terms of thgranularity with which
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we measure the time assigned to each activity,chide timehorizonagainst which multi-
tasking is assessed.

The latter part of the paper builds on the eadmmncepts to further flesh out useful ways of
categorizing various types of multitasking/ polyahicity. Sections 5 and 6 focus on content-
or nature-based relationships between two (or mactyities done “at once” (as opposed to
the structural relationships based on the rescamdetime dimensions). In particular, Section
5 discusses the designations of activities as “@mnhversus “secondary” and as “active”
versus “passive”, and the special nature of “trasatl “waiting” as (often) transitional activi-
ties. In Section 6, we present and discuss a tdblkistrative examples of possible combina-
tions of key features (primary versus secondarijiy@wersus passive, and purpose of each
activity), demonstrating the great diversity of thaltitasking landscape.

Section 7 turns to the important perspective ofititevidual actor: how s/he feels and be-
haves with respect to conducting multiple actigiteg once. We explore what it means to be
polychronic, and propose that an individual's pbkgmnicity can in principle be characterized
by avector or profile of preferences rather than by a singt®re Finally, Section 8 offers
some concluding remarks on the topics discussdtemaper, including the proposal of a
number of directions for future research.

The goals of this paper are (1) to support futa& dollection efforts by pointing to ways in
which the concepts and behaviors of interest tartiqular study can be more precisely ar-
ticulated and measured; and (2) by expanding theackerization of multitasking, to generate
more sophisticated analyses of its nature and qomesees. For example, our conceptualiza-
tion lends itself to the analysis of a number &fegach questions of practical and policy im-
portance, such as whether multitasking increasegugtivity, how the concept of efficiency
could be operationalized, and the circumstancegmuwtich multitasking may increase or
decrease stress and well-being. In sum, we hogethisdiscussion will provide a useful
framework on which to build future empirical resgfathat increases the understanding of this
broad-based phenomenon and its implications fod#wogsions of daily life.

2  Atwo-dimensional typology of multitasking

What does it mean to conduct multiple activitiesttee same time”? For simplicity of expo-
sition, we initially assume that at most two taaks involved at any given point in tim&he
literature commonly identifies two ways in which Uitiple activities at the same time” can
occur (Bluedornet al, 1992; Kaufmanet al, 1991; Salvucciet al, 2009): sequentially
(switched, alternated, interleaved, intermitdeot simultaneouslyconcurrently, overlaijl In
the parlance of network analysis, these two wagpeetively correspond &eriesandparal-

% Inreality, of course, more than two tasks carubderway “at the same time”, and some of our Bitzus-

sion addresses this explicitly.
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lel flows or processing (Wickens, 2007, pp. 245-246}his study, we only briefly consider a
third way to organize tasks (Mokhtariahal, 2006), in which a single activity may simulta-
neously fulfill two purposés such as when clothes shopping is both a househaidtenance
and a leisure activity for some people.

Starting from the definitions in the literature, Wwelieve it is useful to further distinguish two
forms of sequential engagement (Figure 1).

Figure 1
Types of multitasking (left: “archetypical” examples;
right: “real-life” typical examples)

a) monotaskin Share of Share of
) g total 4 total A
resources 1 resources 1
Activity A Activity A
0 > 0 >
Time Time
b) switching Share of A Share of A
total 1 total
resources resources
Activity A Activity B Activity A Activity B
0 > 0 >
Time Time
¢) interleaving Shareof A Share of A
total total
resources resources
Activity B Activity B
Activity A Activity A
0 > 0 >
Time Time
2 Share of A Share of A
d) overlaying total 1 total
resources resources
Activity B Activity B
Activity A Activity A
0 > 0 >
Time Time

Source: Own illustration

This concept of one activity fulfilling two purpes at the same time is not usually considere@ tmudti-
tasking, although the example of Kaufmmetral. (1991), of combining a family visit with a vacatiocould
be one exception in the literature. However, friva $tandpoint of efficiency in time allocation guefer-
ence/need fulfillment, such a case can functionlaity to the others. For example, if an individuksires
both a certain amount of work and a certain amofitgisure in a time span too short to accommobath
desires sequentially, she could either overlayamiop of the other, trying to do different workdaeisure
activities simultaneously, or she may be able tsfgaboth desires by engaging in a work activigttalso
serves a leisure function (Csikszentmihalyi andehe€, 1989; Lewis, 2003). The common phrase “lIgllin
two birds with one stone” refers to the latter tyfgescenario; not very different in concept frore tlioing
two things at the same time” idea of conventionaltitasking. We further discuss the blurry boundbey
tween these types in Sections 5 and 6 and in Appéhd
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Consistently with findings from clinical research brain activities (Charroat al, 2009), we
use the ternfswitching” to refer to a rigid, dichotomous engagement: a#tton between
activities, but with only one activity carried oatt a time. The first activity is “switched off”
when turning to the second activity, and vice vefsaanalogy from the world of computer
processing would belosing a software application before running arestitomputer pro-
gram reloading the first application at a later pomitl take some extra time, while in the
meantime all resources are assigned to the exeanitihe second program.

We use‘interleaving” to refer to a softer type of alternation, in whiche activity claims
most resources, while another remains in the backgt. The individual alternates between
which activity is “in the forefront” but both comtiie to operate simultaneously at some level.
This case corresponds, in the computer processialpg@y, toan application that is reduced
to an icon (but is still running) while a secondta@re application is launchedhe first ap-
plication is still loaded in memory, and it keepsng some of the available resources. When
needed, re-switching to this application can beed@ather rapidly.

The descriptions above are consistent with reaadirfgs on the capacity of the human mind
to resume activities after an interruption (eitegpected or unexpected) and its ability to put
activities “on hold” for a faster resume at a latare (Salvuccet al, 2009). In particular, the
literature (e.g. Kiesedt al, 2010) distinguishes betweswitching costgreaction time and
error rates are higher if the individual is reqdite switch between two tasks within a given
block of time than if only a single task is invotva a given block) anthixing costgreaction
time and error rates are even higher when switchetgieen tasks is more frequent or more
unpredictable). The interpretation of the lattethat when switching is frequent or random,
some resources are devoted to the background itaskticipation of an upcoming switch,
while conducting the foreground task.

The left part of Figure 1 illustrates prototypielamples of resource allocation to different
tasks over time, starting (part a) from the “degateecase” in which the individual conducts
only a single activity (completaébsenceof any multitasking, or “monotasking”). The remain
ing parts of the figure show the allocation of theividual's resources in the casessefitch-
ing, interleavingand overlaying activities. For each rectangle, the horizontakaxieasures
the elapsed time during which the activities aréqumed. The vertical axis measures the
share of total resources that are dedicated to aeatohty, with the maximum level shown in
the figure representing the total amount of avédlabsources that could be allocated for the
contemporaneous execution of all activities. Fonpdicity of exposition, we initially treat
“resources” (i.e. a quantified composite of thegbgl and mentatnergyrequired to conduct
activities) ashomogeneoydixed in quantity anccompletely fungibldetween activities. We
relax these assumptions in Section 3, when we sksthe allocation of resources belonging
to multiple “domains” (e.g. physical vs. mental)amultidimensional framework for alloca-
tion of resources to the execution of activities.
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The left part of Figure 1 presents “crisp” archetymf each form of multitasking, which can
be considered “ideal” or extreme reference caseedlity, task switching never happens in a
perfectly sharp way, with instantaneous switching from the exemutf one activity to the
other or with absolutely all resources devoted tsingle task. Accordingly, the right-hand
panel of Figure 1 illustrates a “fuzzier” and moealistic environment, in which (1) the share
of resources allocated exhibits microscale fluctunest over time among the two activities
carried out “at the same time”, and (2) a residslare of resources is usually constantly
“busy” for the execution of basic needs and takks &re run “in the background” (Harousth
al., 2009). From this point of view, neither “pureiging” nor “pure monotasking” really
exists in the context of full consideration of aditivities undertaken by an individual. How-
ever, in certain specialized contexts, e.g. if seaecher wished to examine only a subset of
activities (such as leisure-time hobbies) overrgage length of time (e.g. during a half-day),
one could imagine monotasking in the sense that oné such activity might be conducted
during that time, and switching in the sense theg could fully disengage from one activity
(e.g. woodworking) before turning to another atyiye.g. knitting) for the remainder of the
observed half-day.

As indicated, the four types of multitasking showmrFigure 1 differ along two dimensions,
the share of resource§ A1) allocated to an activity A (vertical dimensionjdatheshare of
time (T ;) during which the initial configuration associatedath that share of resources is
maintained before moving to a new configuratiog)® A more complete discussion of the
relationships between these four basic archetypewootaskingmultitaskingis presented in
Appendix A, where we discuss how each one of tisesaresented in Figure 1 can metamor-
phosize to the others by varying the two dimensmfrdisparity in the allocation of resources
andshare of time

By comparison, several researchers refer tme-dimensionatontinuum of multitasking
For example, Salvuca@t al. (2009) consider the relevant dimension to be itine taken to
switch between activities, where concurrent agésitoccupy one end of the spectrum (very
short time between switching) and sequential a@withe other (long time between switch-
ing, presumably fading to monotasking at “very”dommes). As we discuss later, however,
some sets of activities can be completely ovedaigven the smallest meaningful unit of time

> Even there, however, it could be relevant to iwersthe “seepage” of non-leisure-time-hobby atitei into

the time allocated to hobbies (i.e. the executibatber tasks in the background, or their intrusiato the
foreground), as well as leakage between hobbiawk{tly about one while conducting another).

We here refer to the basic situation in whidraghilable resources are allocated to the twoiplesactivi-
ties A andB so thatr, + rgi= 1 at all timeg;. Of course, activity B could be “doing nothing”jtiwrg; re-
presenting the share of idle resources, i.e. hotatied to the execution of any activities duriimgett;.

Or polychronicity: Madjar & Oldham (2006, p. )2@fer to a “continuum of preferences”, with maoamk-
ing at one extreme, simultaneous overlay at therpind switching in between. Hecht and Aller0&.
157) similarly refer to a continuum, with monochigity at one end, simultaneity at the other, andedi
preferences and/or switching in between.
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(as well as at larger units — both of which areclu@ed in the Salvuca@t al continuum), and

so the expectation that “switching” is necessagnseto us to be unduly restrictive in con-
ceptualizing the entire space of multitasking pgaifises. Multiple activities can be complete-
ly overlaid precisely when they can (1) simultar®gishare the same resources, or (2) call on
different types of resources (Section 3), and sdeleve that the two-dimensional character-
ization, taking resource allocation into accoutigves for a richer and more complete con-
ceptualization. As can be seen in Figure 10 of AplpeA, the intermediate concept of inter-
leaving, in which resources asemultaneoushallocated to multiple tasks, is literally pivotal
to this characterization. We are not aware of amyr @xplicit characterizations of the multi-
tasking landscape agwo-dimensionaspace.

For the purposes of the present discussion, thghtef the rectangle has represented the “to-
tal resources” that are available to an individaald the length has represented one unit of
time in which activities are observed (periodtimhe of observation In the following two
sections, we further elaborate on each of thesaltmensions, respectively.

3 The resource dimension

Section 2 introduced the classification of mulkiag based on the two dimensions of “share
of resources” and “share of time”. In this sectiwe, first elaborate in greater detail the nature
of the resources, anputs that can be allocated for the execution of atitigj and how an
individual may have access to different domainsegburces that are often not perfectly trad-
able (or “substitutable”) across tasks. Then, wa to a general discussion of possiblg-
putsfrom these tasks. That is, we consider how resanpés are combined to complete one
or (usually) more tasks, resulting in a measurprotiuctivity, orperformance of the activi-
ties that are conducted “at the same time”.

3.1 The inputs — Resource heterogeneity and allocat  ion synergies

In Section 2, for expositional simplicity we treat&esources” as rigidly bounded, additive
and completely fungible across tasks (i.e. tradegpurces among tasks represents a zero-
sum game). Under this assumption, the total amotimésources (totahputs, borrowing
terminology from economic production theory) alltezhto the execution of activity A during
time T, in either a multitasking or monotasking configioa, is equal to the solid-colored
area located under the functiog as represented in Figure 1. The remaining ressufthe
white area above the “curve”) are allocated to activity B (assumingttladl resources are
fully allocated to the activities A and B at alhiés, i.erg=1-ra).2

8 More realistically, a variable portion of the #dable resources often remains “idle” during theextion of

one or more activities, as it is rather difficudt e always under the condition of perfect allapaf the
available resources+ rg = 1 at all times). In the case of monotasking, antipular, the quantity 1r,
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In a more general case, in which the allocatiomesburces is regulated by the continuous
functionsra(t) andrg(t), the total amounts of resources allocated to iiesvA and B respec-
tively become:

(2) Ry =, ra(at
and

(2) R, =, r(tdt
with

(3) R,+R =R,=1.

The empirical reality, however, is often more coexplthe total resources available to an in-
dividual for the execution of tasks usually comerdifferent dimensions atomainsof re-
sources (e.g. mental versus physical), which caallbeated in combinations specific to each
task. Furthermore, the impact of the executioom# task on the allocation of resources to
another task varies depending on whether the tekstase resources belonging to the same
domain (and therefore “compete” for the allocatainthe same resources) or different do-
mains.

In his now-classic Multiple Resource Theory in hunfactors, Wickens (2008) identifies
four domains along which resources can dife¢éage(perception/cognition versus response),
code(spatial versus verbalmodality (visual versus auditory, and potentially versugtili),
and channel(focal versus ambient). Consistent with some pogiof the sizable dual-task
performance literature (e.g., DiDomenico and Nussha2008 and McCullockt al., 2009),
we treat the “mental” versus “physical” as a fifthch domairl. To the extent that multiple
tasks tap different combinations of these five dimsiathey may be more readily conducted
simultaneously. Even when a single domain is we@] there may be substantive differences
within that domain that permit smooth combinatiomalking and talking, for example, would
both be considered physical, response activitlezufih talking also requires conscious men-
tal activity, unlike walking in most cases), buvatve very different physical movements and
thus can usually easily be combined. On the othedhtalking while playing a challenging
musical instrument could be very difficult becabse¢h activities compete for mental as well
as physical resourceSuch combinationare possible, however: for example, Kramgteal.

identifies the portion of the individual's resousdhat is not allocated to the execution of thglsimctivity
A, and therefore remains “idle”.

Perhaps because of his concentration on occugasioch as pilot or air traffic controller, the ploal do-
main is not prominent in Wickens’ work. It may mespond approximately to his response dimensiatf, wi
the inclusion of vocal response as a physical act.
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(2000) note that highly-skilled pianists can essdélgtcontrol both hands simultaneously but
separately?®

Similarly, juggling numerous objects of differemtes, shapes, and weights (while talking to
the audience) is a skill learned only after a goestl of practice. Accordingly, the literature
(e.g. Igbalet al, 2010) also points out that the more automaticoatine the tasks are, the
easier it is to conduct them simultaneously. Aldmgse lines, Hallowell (2006, p. 49) distin-
guishes between tasks controlled by the cerebdlinen“automatic pilot of the brain”), which
after substantial practice makes them “effortleasitj those requiring the conscious decision-
making action of the frontal lobes of the brainushthe “remaining amount of resources”
available for a second task after allocation tofitet task could be quite variable, depending
on the extent to which the second task resembles tfgerefore conflicts with) the first, and
the extent to which the actions involved are haitu routine.

To reflect the fact that distinct resource domaimeay notbe completely interchangeable, we
now conceptualize the total amount of resourcemnasdimensional vector or “constellation”
(Igbalet al, 2010, p. 1289)R, whose™ elementD;, denotes the amount of resources availa-
ble from domairi (i = 1, 2, ... n)*! For instance, ifi = 2, in the case of a two-dimensional
space of resourceB,; and D, could respectively represent the amounts of aviailphysical
and mental resourc€qalternatively, they could represent the amouftesources available
from the cerebellum and from the frontal lobeshaf brain, respectively).

Any single activity may draw on any or all of theadable resource domains, and multiple
simultaneous activities are possible to the exthat their combined domain-specific re-
guirements do not exceed the total domain-spefources available. For illustrative pur-
poses, Figure 2 represents the possible spacee dlitbcation of resources over time in the

1% The colloquial term “muscle memory” refers to lsuases, where intense practice results in suchidaity

with a task that “the muscles do it from memoryidaherefore the task requires a reduced amouitfteof
mental resources that were necessary before iti®eozore routine.

With this attempt to operationalize the vectarahcept, we suggest that several of the four dosnd@:
scribed by Wickens are actually pairs of distinotdins. For example, “visual” and “auditory” dotno
seem to be labeled extremes of a single dimenbigtrather different dimensions (and similarly fphy-
sical” and “mental”, although, as discussed earléickens does not include these dimensions). Qe p
sible exception is the focal/ambient domain, wtdchild be viewed as corresponding to degrees aftatte
on/centrality. However, similar to the situationtlwtime as discussed in Section 4, there can Herelift
degrees of granularity with respect to resourcealpsnas well, and for some purposes, a coarse lgrigu
may serve. At the finest granularity, as long as réssources in question are internal to the indafidas
discussed in passing in Section 5.2, in some ine@external resources may be relevant), the diistin
between different domains must be a neurophysicébgine, associated with what portions of the boaty
and cannot be volitionally used simultaneously.

Of course, real-life constraints may sometimesitlithe availability of one (or more) domain(s) -
sources, such that not all resources belongingabdomain can be allocated. For instance, theepoesof
a physical or mental impairment may reduce thelabiity of a specific kind of resource for an imdlual.
In this case, the execution of tasks that requiat type of resource will be limited by the presen€ this
additional limitation (this can be graphically repented by a reduction of the available amoun¢sdurces
D, to a levelD’; < D; in one or more domains).

11
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case of only two orthogonal domains. More compliéxasions can be conceived in hyper-
spaces in which multiple domains of resources boeaded.

Figure 2
(left) Space of the available resources belonging two orthogonal domains; (right) Time
slice through the left-side figure — Possible fromers for the allocation of resources in a
two-dimensional space (two separately-operable oubstitutable domains of resources)

| Increasing marginal |
| rate of substitution of | EXPANDED RESOURCE

Domain 2 4

| Fesources ALLOCATION FRONTIER
Domain 27\_ - \_ -0 (independent domains)

D2 [ermmacay

LINEAR SUBSTITUTABILITY
RESOURCE ALLOCATION
FRONTIER

o ——

Domain 1 T
————— L_———, DiDomain1
| Diminishing marginal |

rate of substitution of |
resources

| I 1
Source: Own illustration.

The shaded area in the left part of Figure 2 regmssan example of the frontier that delimits
the possible configurations in the allocation afaerces belonging to the two domains. All
combinations d;,d>) delimited by (i.e. “under”) this frontier curveepresent possible con-
figurations for the allocation of these limited wasces, in which the available resources are
completely (at the limit, on the frontier curve)gmartially (under the curve) allocated. The left
part of Figure 2 identifies the resource allocati@mtier when the two resource domains are
perfectly linearlysubstitutable In this situation, the resources from the two dorms can be
easily traded/substituted. This represents theiapease in which all resources actually be-
long to just one domain, with all activities compgtfor the allocation of this unique set of
resources. All combinations of resources withd;+d, = conston the allocation frontier rep-
resent possible configurations of the resourcecations for the execution of tasks.

But different allocation frontiers are possiblepdeding on the way the resources belonging
to the two domains interact. The right part of Feg@ expands the concept that has been just
introduced, with the representation of several ipbessesource allocation frontiers at a gener-
ic timet (obtained as the section of the three-dimensispate on the left part of the figure at
timet). Under the substitutability assumption just died, the possible resource allocation
configurations are limited by the diagonal-lineaece allocation frontier. On this frontier,
any increasé\,> 0 in the use of the resource from one domain ydvwggenerates a reduction
A1< 0 in the resources from the other domain, or emely, a reduction in the use of re-
sources from one domain allows for an increasberother.
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The more the allocation frontier departs from tiegdnal (right part of Figure 2), the more
that the way the individual can allocate his resestto the execution of activities differs from
the simple case of perfectly tradable resourcqsu{g). The allocation of resources can ex-
pand beyond this boundary (diagonal) in the cagbefise of different (and positively com-
plementary) domains of resourc@sFor exampleD; and D, may denote the total amount of
physical and mental resources in the case of “wglkvhile talking”: an individual who per-
forms physical activities while being involved im &ntense conversation with a colleague
contemporaneously executes activities that usauress belonging to different domains; the
execution of the “mental” activity enables the cdetg allocation of the individual's mental
resources that otherwise would remain “idle”, withmecessarily reducing the amount of
physical resources (s)he can allocate to the actwialking”.

Resource allocation frontieebovethe linear substitutability frontier (the diagopate asso-
ciated with cases in which the contemporary aliocabf resources from the different do-
mains generatgsositive synergiedJsing an analogy with terms from microeconomic tiyeo
(cf. Nicholson and Snyder, 2008), these types sbuece frontiers would be associated with
an increasing MarginalRate of SubstitutiofMRS)", in which the allocation of resources
from one domain tends tacilitate the allocation of resources from the other domtins
expanding the space of possible configurationsttierallocation of resourcé3 At the ex-
treme, the resource allocation frontier can expahthe way up to the case of twadepend-
ent resourcesin this situation, the allocation of resourcefohging to one domain does not
affect at all the allocation of resources belongimghe other domain (they are treated as in-
dependent domains), so that the entire amddp&nd D, of available resources can be allo-
cated"®

3|t is important to note that the allocation oé tindividual’s resources may differ depending om type of

activities to perform, the context in which theiwidual has to perform them, his/her individual ferences
and attitudes, and the experience and familiarith ¥he execution of the activities, as exemplifladthe
aforementioned example of “walking while talking”.

Although the concept of an increasing (or cortdtararginal rate of substitution is unusual whefirdeg
the indifference curves for customers’ utility incnoeconomic theory, this idea makes sense whecriles
ing the allocation of resources allowed by différeonfigurations of multitasking. In this case, fhapose
of the quantitative approach is to discuss theiplessesource allocations, subject to the limifgresented
by the different allocation frontiers (and not tefide indifference curves as in consumer theoryisor
guants as in production theory). As a consequaheejmplied that the individual’s utility mightary on
these frontiers, and that she might reach highaldeof personal utility, if this is allowed by tlkkenstraints
on the allocation of her resources, and if heitytihcreases with an increase in the contempoatiogcati-
on of resources to different tasks.

Note that on the linear substitutability allocatifrontier, i.e. the diagonal in the graph, the $/iR constant,
as resources can be substituted in a linear wagyapoint on the frontier.

In theory, the allocation of resources could lappven beyond this expanded resource allocatiomidr,

in the presence afltraefficientsynergies in the allocation of resources, whichegate somenultiplying
effectsin the use of resources. Imagine the case, fdange, in which the full allocation of mental re-
sources might increase the availability of physieslources, for example, through identifying morgoe
nomic positions from which to lift heavy weightsinfarly, regular physical activity and provisiorf o
enough rest (both maintenance activities that wvevdhe use of physical resources) are activitie- we
known to increase the mental capacities of an iddal, expandingthe space for the allocation of re-
sources.
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Particular interactions between resources belongirtgvo different domains, and among the
tasks that use these resources as inputs, catiraisthe capacity to contemporaneously de-
ploy resources belonging to the two domains whefopaing more than one task. The re-
source allocation frontier associated with snelgative synergiesvhich features diminish-

ing MRS, liesbelowthe linear substitution allocation frontier (diagd), as shown in Figure
2. The extreme “degenerate” case in this direasahe frontier curve that coincides with the
two axes of the bidimensional space for the twouese domains. This degenerate case cor-
responds to total incompatibility in the contempgrallocation of the resources from the two
domains: in this extreme situation, even if thevitihal has access to two resource domains,
resources can be allocated only from one domamntahe. In this case, any reduction in the
use of the resources belonging to one of the twoaiias will not increase the availability of
resources belonging to the other domain at allij tim¢ amount of resources used from the
first domain is reduced to zero. At this point, thdividual is able to allocate the resources
available from the other domain.

Intermediate curves between the two extremes aowst real-life cases in which partial sub-
stitution among the domains is possible: an ineeasthe amount of resources consumed
from one domain determines a decrease in the anwfurgsources that can be consumed
from the other domain, with the shape and the stdpe substitution curves varying with
the conditions under which the resource domainsract. Returning to the “talking while
walking” example, if we increase the consumptiomploysical resources (increasing the walk-
ing pace) we will be still able to allocate mentatources to our conversation, although the
availability of mental resources will diminish theore we increase our physical activity. The
way the substitution of the resources may work ddpen several variables, e.g. the overall
physical condition of the individual, previous treng and/or transient conditions of rest,
tiredness or stress.

3.2 The outputs — Multitasking efficiency

One implication of the heterogeneity of resoursethat the allocation of resources belonging
to different domains may contribute to a perceptbmcreased performance and/or efficien-
cy of the individual. It is commonly stated thatlkgerson only has 24 hours a day, but in
fact, some people may effectively accomplish “miti@n 24 hours’ worth” of activities, due
to their ability to conduct multiple tasks at oné@ar example, Kenyon and Lyons (2007)
found that secondary activities added an averageafly seven hours per person per day in
their sample, a 46% “increase” in waking hours;réland Miles (2003) found increases of
nearly 44% for women and 20% for men. This immedyataises at least three issues:

= Relevanceat least in many contexts of interest, such adias of work productivity, we
need to distinguish in some way between tasksdtatrelevant (whether positively or
negatively influential) or irrelevant to the contéar create some otheglevance metric
For example, the manager is not directly interestethe fact that her employee listened
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to 20 hours’ worth of music while working 35 hourghereby accomplishing 55 hours’
worth of activities while the company only had taygim for 35! — she is interested in
such information only to the extent that it affelses employee’s productivity or job satis-
faction.

Quantity vs. qualityeven if multitasking may contribute to an incre@s thequantity of

the output, how does it affect iggiality? Suppose that, during an industrial engineering
experiment, allowing an assembly line worker tdelisto music while on the line is
shown to increase her happiness and reduce herforebreaks and rest time, so that the
number of widgets she produces increases by 1@, $00 an hour to 110 per hour. If
her defect rate doubles at the same time, therfagoot likely to consider it a net plus.
This example relates to the leveladmpatibilityin the execution of multiple activities at
the same time, which is a function of the typesadivities being performed and of the
types of resources required by these activities.

Productivity not all multitasked activities interact with eagtiner in the same way. For
the sake of argument, suppose that an employeaictsntivorelevantactivities within a
given unit of time (through any of the forms of nmalsking discussed in Section 2).
What is the impact on hgroductivity? What is interesting is that even tpeantitative
impact is ambiguous, as well as tpealitative one. The conceptual possibilities for the
outputare similar to those discussed previously forrgsourcanputs Specifically, the
two activities may interaategatively as when trying to do both things at once impairs
the speed and/or quality with which one or bothheim are accomplished. This is a typi-
cal situation that arises when two (or more) atésiare competing for the allocation of
resources belonging to the same dorHain this case, one activity is distracting attenti
from the other, creating a “start-up overhead” (¢atching and mixing resource costs
mentioned in Section 2) when switching or interlagvbetween them (Salvucet al,
2009; Kiesekt al, 2010). Alternatively, in some cases, activitieay interacimore effi-
ciently, as when interleaving between activities allowss bhain to continue to work sub-
consciously on the background task, resulting tarneng to that task with increased en-
ergy and/or creativity (e.g. Mar&t al, 2005)*® Or, the two tasks may operaitede-
pendentlywith neutral impacts of one task on the othertieextent that the employee’s
output can be assessed with a single metric, giasgions correspond to tkaole being
less than, greater than, or equal to the sum oftms, respectively (see Lyons and Urry,
2005 for a discussion of this point in connectiothvactivities conducted while travel-

ing).

17

18

Negative interference can be also caused bynality of the individual to control too many centpor-
aneous processes, even if they are predominarntly different resource domains.

Sometimes evenuper-efficiencyesults, as when the work on one task directly ides inspiration that
improves the other one (e.g. Hudsdral, 2002).
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Let us formalize these concepts somewhat. We cpresg the total output associated with
the execution of a generic activity A under comi of monotasking ds:

(4) 0" = f(R,|c,a,n,,...etc)

The output is a function of the resources (inpat®)cated to activity ARa, and of the specif-
ic conditions under which the activity is carriegt:athe context, the individual’'s character-
istics (orabilities) a, the nature (ofeature$ of the activityna, and so on. If the same activity
A is now performed under conditions of multitaskinige output generated by this activity
will depend on the specific multitasking pattern:

(5) oM = f(R, |c,a,n,,Ng, Ny, R ... €1C)

How efficientlytwo activities can be carried out under conditiohsnultitasking depends on
many factors: the nature of each activitglividually (na andng), the features associated with
that particularcombinationof activities (ag), the individual's skills, attitudes and prefer-
ences, and the shares of resouRReandRg (different types of multitasking, as presented in
Figure 1, may be associated with different levélsficiency for a specific individual).

For a specific multitasking configuration, we céerefore compute agfficiency scoreg; as
the ratio between the output obtained under camdtiof multitasking and the output ob-
tained under conditions of monotaskihg

multi
_ O,

- mono
Oa

(6) n

Evidently, the efficiency score can be smaller than, equal to, or larger tharepedding on
the effects that the specific multitasking confafion has on the output in comparison with
the basic monotasking case (respectively decreasaigffecting, or increasing the output in
comparison with monotaskirfg)

In the more general case of continuous functiomghe allocation of resources over time to
two activities ra(t) andrg(t), the previous functions become:

(7) oo = j: f(ra)]can,,..etc)dt

9 Similarly to the previous distinction among mpiki domains of resource inputs, output could aksahmr-

acterized as a vector of various attributes (eng. @ more measures of quantity, one or more messir
quality, other specific characteristics of the pretibn, etc.). For simplicity, we restrict the cemt discussi-
on to the case of a single measure of output.

Perhaps unfortunately, in different contextsshene Greek letter is used to symbolize two different eco-
nomic concepts: efficiency, and elasticity. As wediie it here, our use of the term “efficiency” atie
symboly is not associated with the economic term “elastidthe percentage change in the amount of out-
put associated with a percentage change in the @nadinputs).

In more elaborate applications, the efficiencgreg could be represented by a vector of efficiencyeso
to account for possible different components opatit This is the case for the assembly-line exan(gis-
cussed above), wherg > 1 for the indicator of outpwjuantity(the number of widgets increased with mul-
titasking), buty < 1 for the indicator of outpwfuality (the defect rate became worse).

20

21
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and
8) O = [ £ (1) ()]€.2N0 NG Ny T (1) 1S it

Figure 3 presents an example of a hypotheticalubdtmction associated with the execution
of an activity A. The solid line represents out@utas a function of inputa, in the monotask-
ing conditiorf>. Possible modifications in the output derivingnfréhe execution of the same
activity under a condition of multitasking may shtie curve respectively upward (if the mul-
titasking configuration is efficient, and therefofe> 1), or downward (if the multitasking
conditions are inefficient, and consequentlky 1). Generally speaking, all output curves with
an efficiency scorg >1 lie abovethe original curve of monotasking outpD£™", and the
curves with efficiency score <1 would liebelowit. However, the exact shape of an output
curve will depend on many variables (including flaetors mentioned in the discussion
above), and might appear very different from thanegles shown in the Figure*3The effi-
ciency with which multitasked activities are executed wglleatly depend on the “com-
patibility” of the performed activities: an efficie execution of multitasking activities is usu-
ally associated with a relatively complete allogatof resources belonging to all domains,
and minimum overlaps in contemporaneous “callsdésources” of the same kind that might
reduce the performance of the system (i.e hilm@an beingwhen studying multitasking be-
havior, or a manufacturing facility, when studyimgduction processe$).

The discussion, so far based on the execution efoortwo different activities, can be analo-
gously extended to a more general context in wiingh available resources are allocated
among more than two activities. This case coulchmate in a more complete allocation of
the total available resources, provided that thréoua activities are compatible with allocat-
ing the resources belonging to the separate dombeiowever, the execution of too many
tasks can also involve problems associated withotrezhead (switching and mixing) costs
(i.e. costs the individual incurs to allocate reses to multiple tasks and to “control” many
processes at the same time) needed to coordiratdiffarent activities: this may result in a

22 The line illustrates the typical case of dimimighmarginal returns, in which as more input issuomed, an

additional unit of input results in fewer units afitput. In some cases, however, the output funatiay
exhibit increasing marginal returns for some rawgenputs (representing greater productivity after
“warm-up period”), followed by decreasing marginelurns as the continued input of additional resesir
loses effectiveness. Various shapes could be gesgibthis curve, depending on the specific candid
under which the activity is performed.

In some specific cases, the execution of twostasider multitasking conditions might generatecedficy
scores respectively greater and smaller than odédfarent regions of the graph shown in FigureTis is
the case, for instance, in the multitasking executf two activities that interfere with each otlfier very
low values of the share of resources But that have higher efficiency if the share edaurces exceeds a
minimum threshold (e.g. “minimum level of attentidar an activity to be performed correctly).

Following the computer analogy introduced eaiiliethis paper, the most efficient allocation of tvaila-
ble resources is reached when all different ressuinc the machine are fully allocated to tasksh wlie
minimum number of conflicts caused by the simultargeexecution of multiple applications requiring th
same resources, which on the contrary would retheespeed of execution of the tasks and couldtresul
errors while running the processes.

23
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decrease in the efficiency of the process, espgdialthose cases in which more than one
activity heavily depends on the use of the same tyfpresources (e.g. mental). In this case,
the multitasking experience that “expands” the 2drhday may be replaced by a less satis-
factory experience of non-fulfillment of the indiial’'s needs, and by a general effect of fa-
tigue, together with a perception of reduced fuorality associated with a decrease in output
(as popularized by Hallowell, 2006, among many thalso see Markt al, 2008).

Figure 3
Examples of the variation in the output from activiy A
as a function of the multitasking efficiency level

OAA

n > 1: high efficiency (positive interaction betweactivities)
n = 1: no interaction between activities (outpuasshigh as if monotasking)
n < 1: low efficiency (negative interference betweetivities)
Source: Own illustration.

4  The time dimension — The period of observation
and the granularity of time

The resource (vertical) dimension of the two-dimenal typology introduced in Section 2
was extensively explored in Section 3. We turn nowhe horizontal dimensiotime Sever-
al researchers have identified the time dimens®rmrdical in the analysis of multitasking
(Bluedornet al, 1992; Kenyon, 2010; Kodnig and Waller, 2010; at&® Salvuccet al,
2009). The definition of multitasking in terms bietengagement in two or more taskshe
same timas in fact not free from ambiguity. Greater chantith respect to the specification
of these time-related variables is needed in ordgroperly classify multitasking activities
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(and polychronicity orientations). The discussiorhis section has direct implications for the
design of time use data collection instrumentstaedanalysis of time use data.

Two (related) aspects dealing with time are impuria the analysis of multitasking. The first
one refers to théength of the period of observati@uring which activities are recorded: we
will probably have a different view of multitaskirags “doing more than one activigt the
same timéif we plan to observe a group of participants rogee hour, as opposed to during
one year. The second aspect refers tdithe granularity,or size of the time unigver which
activities are recorded: once the period of obsemeaias been defined (e.g. one hour), we
can obtain very different results if we treat timtire period as a single unit (e.g., simply de-
termining whether one or more activities were pented during that hour), compared to re-
cording a participant’s multitasking status at eatimany small subdivisions of time (e.g.,
recording the number of activities an individualswgerforming during each five—minute in-
terval of the hour). Differences in these two tireéated dimensions are partly responsible for
the considerable variation in the definition of titakking in research studies and in the de-
sign of activity and travel surveys, as well ashia perception among different individuals of
what multitasking is and whether they enjoy it ot.n

We use the term “granularity” to refer not onlyth® length of a unit of time, but also to the
level of detail characterizing a task or activitynér-grained: “talked to a colleague”; coarser-
grained: “worked”Y®> Many studies of multitasking behavior incorporateertain level of
granularity in activitythrough the categories or examples they offegrahularity in activity

is not specified, however, we believe that the rattendency is to adjust the two granulari-
ties in tandem: as the time scale becomes codingedefinition of what constitutes an activity
does the same. For example, if a person were dskedount his activities of a certain single
hour, we might see a characterization such as “areithe phone, sent and replied to e-mail
messages, walked across the hall and talked tesmagoe”. However, we might obtain a very
different answer if we asked him to recount hisvétats of the one-day period containing that
same hour, where the hour in question might bereaviRy the single activity “worked”. That
being said, it is unlikely that everyone would mdke same adjustments: some people will
think and express themselves in greater detail titlaers, and thus, for some people, the list
of activities for a one-day period might in fact d#dengthy list at a finer level of task granu-
larity.

To continue the discussion of the two time-relasdects: let us consider the smallest unit of
time that is of interest to a given study to bevrwble for measurement purposes, and let us
again restrict ourselves to the simple case of aativities fully occupying all resources at

% The three-tiered classification system of the Aoz Time Use Survey
(http://lwww.bls.gov/tus/lexiconnoex2009.pdf, aceebdlarch 25, 2011) is a good example of a hierarchy
in activity granularity. The upper tier containsy7 coarse-grained categories of time use (fangXe,
category 12 is “socializing, relaxing, and leisyrefach of which has a number of finer-grained sdeand
third-tier categories below it (e.g., 1204 is “aarsd entertainment (other than sports)”, and 120¢40at-
tending movies/film”).
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any given moment. We immediately realize thatelee only three types of states by which
that indivisible unit of time can be classifiedllyudevoted to task A, fully devoted to task B,
or partially devoted to both A and B. Note that fhist and second states constitute mono-
tasking, while the third state is overlaying — &r indivisible unit of time, by definition we
cannot identify switching or interleaving, sinceske imply the ability to measureTa < 1
(see Appendix A), which would require the divisityilof the time unit.

The entire period of observation, however, considtsnultiple (indivisible) units of time
placed side by side horizontally. Viewing the thstates identified above as our possible
“building blocks” across time, we observe that fallir types of mono/multitasking can be
realized, as long as the period of observation cm®p more than one indivisible unit. As
shown in Figure 4, we obtain switching when thetfand second states are juxtaposed, and
we obtain interleaving when two different casethefthird state are juxtaposed.

Figure 4
Combination of basic configurations of “activity processing”
to create more complex monotasking or multitaskingatterns

3 50 -

Basic configurations

monotasking

for processing o = switching
activities
{“bricks” of the »
building) , ,
+ —_ interleaving
POSSIBLE “BASIC” STATES FOR A COMBINATIONS OF MULTIPLE
SINGLE INDIVISIBLE TIME UNIT BASIC UNITS DURING THE

TIME PERIOD OF OBSERVATION
{1k, 1 morning, 1 day, etc.)

Source: Own illustration.

It is of interest to ask, what types of multitagkican occur down to the finest level of time
granularity? Returning to some examples from 8adj it appears that we can walk and talk
at the same time, down to any practically meaningfiit of time2® By contrast, the juggling
example is a case in which the performealisrnating physical actions in rapid succession:
physicallyswitching while presumably mentalipterleavingwhat she is currently doing with

% The phrase “walk and chew gum at the same tirsedl tolloquial metaphor for overlay at coarser task
granularities. As but one topical example drawnrfrine news at the time, on January 28, 2011, Goggli
the string <"walk and chew gum at the same timeam@&> returned 200,000 hits, both supporting and dis
puting the U.S. presidential administration’s cldorbe able to effectively address multiple poiiciiati-
ves simultaneously.
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what she will be doing in the next moments. Thaos fihe-grained units of time, we suggest
that a completeverlay of one task on another is far more likely to bastble when the two
tasks represent different combinations of valueshenfive pertinent domains (for example,
the “virtually perfect time sharing in dual-taskrfsemance” found by Schumachet al,
2001, involved simultaneously speaking and presaikgy in response to two separate stimu-
li). Following Hallowell (2006), a complete oveylappears possible when one task primarily
involves the cerebellum and the other involvesftbetal lobes. On the other hand, when the
two tasks actively conflict in the allocation obeirces belonging to the same domain, multi-
tasking is more likely to be represented byshchingor interleavingforms. In Section 5.2,
we revisit this question in the context of the daation of tasks as active versus passive.

For illustrative purposes, the horizontal dimenswdrthe graphs in Figure 1 used a generic
unit of time to measure multitasking activities.iver, the conceptualization of multitask-
ing and polychronicity may vary depending on thmetiscale in which activities and prefer-
ences are measured. This effect is expected tarieecather significant when moving from
small time scales (e.g. seconds to minutes) tetasges (e.g. hours, days or even weeks). In
fact, the same activities that are classified as type of multitasking behavior at one time
scale may eventually fit into a different type i€asured on a different time scale. For exam-
ple, two activities which on a coarser scale fareti(e.g. hours) may be considered overlaid
(simultaneous), e.g. working on a paper and reglym email during a 3-4-hour block of
time, would be probably considered interleavechd time scale is exploded to the level of
minutes (or seconds). Figure 5 shows how diffetiem¢ units can lead to a different percep-
tion of the allocation of the available resourcasg eventually to different classifications of
the simultaneity of multiple tasks.

It is important also to note that many single atés that individuals carry out during any day
could be recorded as “multitasking”, depending lo@ Wway activities are measured. For ex-
ample, even writing a paper (considered a singhsk'd) may require performing multiple
coordinated activities “simultaneously”: one may dmncurrently typing words on a key-
board, reading on a screen what is being typed,tlainding about what has just been, and
what is about to be, typed (Baron, 2008). Althoggbh situations, involving an interconnect-
ed bundleof activities integral to the conduct of a sintdsk, are not generally thought of as
“multitasking”, the example illustrates how the iddéfon of multitasking may vary among
individuals, and according to the specificationd arformation used for data collection in a
research project (we return to this point in Secép

Finally, the discussion reported in Appendix A déses thecontinuouspaths that link the
possible different classifications of activities @ monotasking/multitasking environment.
However, we reiterate that the empirical categeoiopaof activities into one of those types
often depends on the time scale used to measuritblrement in the various activities.
Further, different perceptions of multitasking mag associated with similar behaviors de-
pending on the methodology used for the data dadiecthe instructions given to the re-
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spondents, and the way the information is treatetthé analysis of the available data (Ken-
yon, 2010). The cultural background and the selitsibvith which actors perceive the alloca-
tion of their time and attention also affect thegeption of multitasking activities.

Figure 5
The execution of multiple activities can be classdd very differently
(from “switching” to “interleaving” or even “overla ying”)
when the time granularity gets coarser
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Source: Own illustration.

Imagine, for example, that multitasking behaviomisasured via a time use diary like the one
shown in the upper portion of Figure 6. The lowertjon of the figure makes it clear that the
granularity used to analyze the data can lead tp &#ferent apparent behavioral patterns.
At the coarsest time granularity, it is impossitdeknow whether in “real time” the six rec-
orded activities took place in a sequential, ig@ved, or overlaid fashion, and yet those three
possibilities would represent quite different pdig@nic orientations for many study purposes.
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Figure 6
The impact of time granularity on time use patternclassification
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Source: Own illustration.
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5 Fundamental relationships between two multi-
tasked activities

The previous sections of this paper have discugsetivo dimensions of “share of resources”
and “share of time” to analyze and classify mutiag behavior. In this section, we will now
focus on thenature of the activities to be performed, and how thdluences the classifica-
tion of multitasking and the corresponding polychecaattitude. Probably most scholars stud-
ying the phenomena of multitasking and polychrdagitiave grappled with the question of
“where to draw the line?” Such a boundary is often difficult to define, atsidefinition is
further complicated in view of the “morphabilityf each form of multitasking into each oth-
er form and the ambiguity about what constitutesitdtaneity” at different levels of time and
activity granularity (Appendix A and Section 4). ©likely reason for the attempts to “draw
the line”, however, is the valid realization thasienple definition of “doing more than one
thing at a time” is ambiguous and can include maiskdifferent kinds of scenarios.

In this paper, we lean toward a perspective thatase rather than less inclusive: we believe
it is useful to map out the large terrain or laragse potentially covered by these concepts, so
as to have a better sense of the broader context whe decides to study a particular smaller
region of that terrain. In the next section we presa (systematic but by no means exhaus-
tive) library of multitasking examples, which is helpful to gluate the diversity of regions of
the terrain. The present section sets the stagth&brdiscussion by addressing some key di-
mensions along which multitasking activities caffiediand by which the entries in our library
are classified.

5.1 Primary versus secondary

Among the first questions that arise from the deéin of multitasking, in which we refer to
conducting two or more activities at the same timéwhich one is more important”? This
designation is likely to drive other decisions abte set of activities being performed, and
thus to provide important contextual informationttee analyst seeking to understand the
choices made. For example, if grading papers isrtbst important activity for an instructor,
the volume on the television may be turned downoféyr and the activity may be solitary,
whereas if watching the soccer game is the mosbitapt activity, grading papers may be
limited to the multiple-choice sections rather tlha essay sections, and a number of friends
may be preserff Thus, which activity is the main one is a critipace of information to elic-

27 For example, as mentioned in the IntroductiomdAet al. (2006) exclude “task-switching” from the con-

cept of “multi-tasking”, restricting the latter mean “simultaneous-tasking”.
Another example: if asked, “do you like to mixsiness and pleasure?”, one of us would reply,ké ltio
mix pleasure with business (so | try to do sométsigeing while on an overseas business trip), buthe

28
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it from a respondent. This is particularly trugh& survey instrument only allows for a single
activity to be recorded in any given time slot i@the case for some time-use surveys). How-
ever, the importance ranking of the performed &aiwis also valuable whanultiple activi-
ties can be reported.

Kenyon (2010) reviews the definitions of “main” ‘arimary” activity in five different time
use surveys. Interestingly, the definitions vargngicantly: (1) the respondent-identified
“main” activity or, failing that, the first one maaned by the respondent in the interview; (2)
the respondent-identified “main” activity or, faig that, the one conducted “for the longest
time”; (3) the respondent-identified “main” actiyitwith guidance by example; (4) the “most
important” activity; and (5) the two activities tha@emanded most attention” (used to select
two activities when more than two were conductadusianeously). She notes that any of the
three activities “watching television”, “watchindpitdren”, and “drinking tea” could be con-
sidered “main”, depending on which definition igpaed.

Three of the five surveys essentially allow thepogglent to decide which one is the main
activity. Although it is likely that many peoplevea good instinct regarding which activity
is the main one for them, it does impose an extraldn to have to make that decision with
little guidance. Many people are not particulanyrospective or self-analytical, and even
those who are may find the decision difficult tokaan the absence of more specific instruc-
tion. The “demands most attention” criterion mayuseful as a means of selecting among
three or more simultaneous activities, but (1)séd to select which single activity to report, it
may omit some activities that are of particulaerest in some contexts (e.g. the use of the
television or MP3 player as “aural wallpaper”, aj:eon in the background), and (2) it may
yield problematic results when the share of ressik@ries substantially between tasks over
time (as shown by Figure 1). The “most importanitecion is better than nothing, but begs
the question of how “important” is to be defineddas therefore somewhat tautological with
“main” or “primary”.

We do not claim to have the definitive answer tis thlemma, and indeed (1) there may not
be only one right answer, and (2) it is certainbsgble that two activities could be “tied”

with respect to any particular criterion. Howeverriterion that we have found useful is to
think of the primary activity as “the one you woldé doing anyway”, whereas secondary
activities are “incidental” to the main dfie Are you watching TV (secondary) while prepar-

converse (so | seldom check e-mail while on vactiorhe classification of business or pleasur@rama-

ry or secondary substantially affects the likelilazf choosing a pleasure/business combination tfiac
ties, and the preference for undertaking such ebamation.

A relevant example in which different respondentsy have different perceptions of what is “muttiking”

is that of reporting secondary activities condualadng traveling, e.g. while commuting to or framork.
While listening to the radio may be a usual agtifir many commuters who travel by car to work, gan
respondents may not consider it to be properly titmsking”, since it is an activity conducted ordg a
consequence of the need to commute to work, noeong that they would otherwise take the timedo d
independently of the trip. Therefore, they mightibduced to consider the commute a “single activity
(driving to worR, focusing their attention on the primary activibey would have done anyway, and wit-
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elJTUR, 2012, Vol. 9, No. 1 82



Giovanni Circella, Patricia L. Mokhtarian and Laut&. Poff: A conceptual typology of multitasking beior
and polychronicity preferences

ing dinner (primary), or conversely preparing dinméile watching TV? For many people it
is the former, but if the TV show is your favoriteality show, it may be the latt& Note
that, according to this criterion, the primary aityi may not always be the one demanding the
most resources at that point in time: for examgble primary activity could be “riding the bus
to work”, while the secondary activity is “readingdven if the latter claims most of one’s
resources during the trip.

5.2 Active versus passive

It may sometimes be natural to confusedhve vs. passivedimension with thgrimary vs.
secondarydimension, but we believe they are conceptuakbyintit (and the last example of
Section 5.1 illustrates the difference). We defiaetive” to mean “involving the deliberate
use of one’physical and/or mental facultigsand “passive” to be the opposite. Another way
to view it is that passive activities are thingsfpening” without current input from the indi-
vidual (even if she set in motion the activity atearlier point in time), whereas active tasks
require the individual to beoing something, whether mental or physital.

Let us, however, stipulate two things. Fisttive vs. passiveis a continuum, not a dichoto-
my; there are, more realistically, various degrekactivity/passivity, which depend on the
share of resources that the individual investh@dctivity and on the specific nature of such
activities. Second, the degree of activity/pasgisgtnot a static property of a task or combina-
tion of tasks. Rather, a given task can fluctuatis degree of passivity over time. Thus, for
example, when doing a load of laundry while workisgmetimes the laundry requirastive

hout focusing on the option for multitasking enaliby listening to music or to the news broadcabtethe
radio. The availability of a new technology, e.g.MP3 player or more sophisticated satellite radi@ht
“reverse” this perception, prompting the travel@rgocus more on the advantages offered by oneltso+
lution, e.g.“driving alone” in terms of access tosit and media (or “transit” in terms of the impedvpos-
sibilities for watching movies, playing online gasner carrying out work activities while traveling)

As an example of the difficulty presented by tiiéinition, consider the teenager who always hadvir3
player on in the background. He may consider lieed be listening to music no matter what else Hed
doing, whereas in reality, “homework” is what heulbbe doing anyway, while the music is incidental
(Wallis, 2010 has an interesting discussion of flaimt on p. 5).

This contrast loosely corresponds to Wickenshdiomy between perception/cognition and responding.
Admittedly, however, as we have conceived it, aspasactivity may, in fact, be so far in the backgnd
that it is not even perceived, i.e. not callingany human resources for a while. For example, one may
“completely forget” that he has put a casserolth@oven, and yet the casserole is still cookintheénme-
antime. Eventually the task of cooking the cadsebegins to call on human resources again: dirshe
passive level (when an odor or a timer signal iz@ged or even just when the cook, without an rewtk
stimulus, recalls that it is in the oven), and théthe active level (when he resolves to check and then
actually does so). This and similar examples sugtpas the resource vector discussed in Sectiooubde

in some contexts of interest, include a dimensioresourcegxternalto the individual (e.g. the oven heat —
or, for that matter, the transportation vehiclehéff such a dimension is accounted for, then theitsobf
cooking dinner is considered to beerlaid with the secondary activity being conducted wktie casserole
is heating, with episodes sfvitchingor interleavingwhen the casserole is put into and taken out ef th
oven. Without such a dimension, cooking would dmgyswitched or interleaved with the other activitgt
overlaid. The latter treatment, however, doescooivey the necessity of tidapsed timén cooking din-
ner, and we believe that in many applicationss iniportant to make explicit the requirement fareatain
amount of time to elapse in the conduct of a gietivity.
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attention, while at other times it is operatipgssivelyin the background. As mentioned,
however, this is not the same thingpmsnary vs. secondary and various combinations are
possible. For instance, in the last example ofi&ed&.1, the primary activity of riding the bus
is largely passive, whereas the secondary actofitseading requires significant mental re-
sources, and is active.

In general (again speaking in terms of stereotyy@efignizing that reality is more blurry), we
suggest the following principles: (1) Both the pamy and the secondary activities could be
passiveunder any of the types of Figure 1. (2) When twmore tasks aractive they can be
successfullyoverlaid only if each task uses resources in different dosmésee Section 3).
Attempting to overlay two active tasks requiring@ fametype of resources is apt to lead to a
collision of some kind? (3) Conversely, two or moractivetasks requiring the same type of
resources can be successfully multitasked (if xtoaly in the context ofwitchingor inter-
leaving.(4) Two or more tasks requiring the same typeesburces can be most successfully
overlaid if one of them isactive and the others aggassive(although, depending on how re-
source domains are defined, active tasks may, fipitlen, require different types of re-
sources than passive tasks).

5.3 Are “travel” and “waiting” activities?

Two kinds of time uses deserve special attentiesabse of their distinctive roles as (often)
transitional or interstitial between “the real” iaties: travel, constituting a spatio-temporal
transition, and waiting, a temporal one. We beligve useful to treat them as real activities,
for two reasons. First, certainly travel, and fesser extent waiting, can sometimes be an end
(activity) in itself, not just a means to some otead. With respect to travel, a sizable and
growing literature is supportive of this point (eMokhtarian and Salomon, 2001; Diana,
2008; Paez and Whalen, 2010). The point is preslyntale far less often for waiting, but it

Is possible to imagine cases in which an individaglvely embraces the discipline of wait-
ing, or the rest it affords, and thus chooses tedalfor its own sake (Gasparini, 1995).

Secondly, both travel and waiting practically imvibther activities to be overlaid on them:
precisely because they are often viewed as othemwiproductive transition times to a target
activity, there can be a strong motivation to reddlee time by using it productively. Accord-
ingly, it seems reasonable that a comprehensiwe gfemultitasking should take an interest
in the activities conducted while traveling and Mhvaiting. Certainly, choices made with
respect to those overlaid (or interleaved) actwittan affect choices about the traveling, wait-

%2 A good example is the current campaign in thetdthStates and elsewhere to prevent sending tesgage

es while driving; see, e.qg., http://www.distractigov/, accessed July 30, 2010, or Google the pldise
tracted driving”. In the context of Wickens’ (2008)jultiple resource hypercube, these two activities
both response-oriented (not just involving pergptognition), spatial, visual, and focal (as vwadl partly
physical and partly mental, potentially requirifige tsame parts of the body in both cases). Thus,nib
surprise that it is difficult to competently condumth at the same time. It is impossible to trolerlay
them for more than a few seconds, and thereforelwaiimg them both together involves rapid switch-
ing/interleaving between them.
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ing, and/or the target activities to be performdebr instance, the ability to multitask may
increase the utility associated with those travlitsons that facilitate the execution of work-
ing (or leisure) activities while traveling (Etteraad Verschuren, 2007), as is often the case
for transit services. And equally certainly, forstheason providers of goods as well as transit
operators are eager to find ways to help traveletswaiters use their time in a desired way —
both as a retail market in its own right, and tor@ase customer satisfaction with the trans-
portation service or the activity engendering thatwg. This, of course, is the logic behind
providing magazines near checkout stands in s{ergs Bennett, 1998), and numerous other
diversionary practices, such as providing free megs and/or newspapers on board air-
planes, trains and buses — to say nothing of tidemimg variety of digital entertainment op-
tions being provided on vehicles.

For these reasons, we consider activities conduetei@ traveling or waiting to be forms of
multitasking. There is, in fact, a burgeoningrbteire on activities conducted while traveling
(e.g. Jain and Lyons, 2008; Watts and Urry, 2008argy and Timmermans, 2010) which
largely takes the same perspective, whereas waseegns to be less often studied (but see,
e.g., Bissell, 2007; Durrande-Moreau and Usuni®Q91 Friman, 2010; Gasparini, 1995;
Watkins et al., 2011).

What can we say about these two types of activitigs respect to the classifications dis-
cussed in Sections 5.1 and 5.2? Regarding the priveasus secondary distinction, whenever
traveling or waiting is, in fact, the means of s@ioning to a target activity, it is generally the
primary activity in its time interval (i.e. the agty “which would have been done anyway”).
Any overlaid or interleaved activities will be sedary. However, when it is conducted for its
own sake (again, more common with travel than withiting), it can be either primary or
secondary. The library of examples discussed ini@e6 includes all of those types of situa-
tions in the case of travel; the case of waitinyeated only as transitional, and therefore only
primary.

With respect to waiting, the issue of granular®g¢tion 4) becomes relevant to the question
of “where to draw the boundaries”. At a very ceatisne (and activity) scale, long periods of
an individual’s life might be spent “waiting” : waiting for one’s birthday as a child, or an
anticipated vacation as an adult; waiting to firsshool, to find a life partner, for the baby to
be born, for the dream job to come along, for a&tbwne to return from a dangerous assign-
ment, and so on. Although these are legitimate $oofrwaiting, it is certainly true that other
(finer-grained) primary activities will be overlaghto those, and given our context of investi-
gating the activity patterns of daily life, we waixclude those forms of waiting from our
scope of interest.

As the granularity gets somewhat finer, howeveg, ltnger-term form of waiting also blurs
into a type that some scholars (e.g. Kaufman-Scadgh and Lindquist, 1999b, Kenyon,

% One could make a similar comment about “travéliimy fact that one’s entire life is spent travejjrin the

metaphorical but relevant sense that “life is aney”.

elJTUR, 2012, Vol. 9, No. 1 85



Giovanni Circella, Patricia L. Mokhtarian and Laut&. Poff: A conceptual typology of multitasking beior
and polychronicity preferences

2010) consider in the context of multitasking: domcept of being “on call”. Time frames for

being on call might typically range from hours tayd (though they could sometimes be
shorter or longer). During that time, one is abl®@verlay or interleave other primary (eating,
sleeping, other work, and so on) and secondaryitkesi, but the background on-call status
does impose constraints on those other activisash( as limiting one’s geographic mobility)

and recurrently claims a share of resources. Tlaeodavho eats while on call, or the mother
who works while her children are sleeping, can twestered to engage in a type of multi-
tasking. However, these are qualitatively differsot the shorter-term form of waiting, and

so they are not hereafter included in the pressotdsion.

Regarding the active versus passive distinctiontingain particular will usually be passive.
If other activities are conducted while waitingeththose activities can be active, but the
waiting itself is passive. Travel, on the other dhatan be either active (driving, boarding the
plane, bicycling) or passive (sitting in a vehidigven by others), depending on the share of
resources that the particular activity requires.

For the purposes of developing the systematicfsetamples discussed in Section 6, we treat
waiting as a special case of a passive activityithaf separate interest, but classify each ex-
ample of waiting as falling under the activity f@hich the waiting is occurring. For exam-
ple, waiting for a movie to start would be claggifiunder “leisure” (the movie), waiting in the
doctor’s office would be classified under “persocale” activities, and waiting for a bus
would be classified under “travel”. Waiting can acduring as well as before an activity,
such as waiting to change trains (during traveditiwg for the dryer to finish or the dinner to
cook (during maintenance), at the intermission ebacert (during leisure), and so Yn

6  Alibrary of multitasking examples

As mentioned in Section 5, we have developed asyaic compilation of multitasking ex-
amples so as to illustrate the diversity of typemaltitasking. The library is useful to inform
our own (and, we hope, others’) future thinkingtlbe subject, and to help exemplify some of
the different natures of multitasking. Table 1 pregs that compilation, where the narrative
description of each example consists of a secondatiyity/primary activity (“doing this
while doing that”) pair.

3 Sometimes it is natural to think of waiting far activity to finish rather than for one to stdstit to avoid

ambiguity, we consider that to be a case of waitimghe next activity to start. For example, iifeois wait-
ing outside the school for one’s child to finiskasd, we consider it to be actually waiting for ttie home
with the child to start.
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Table 1
A library of multitasking examples
Primary Secondary Example

Work A Work Answering the phone while operatingasic register
P Checking a work-related email while sitting ibwsiness meeting
W Organizing files while waiting for a computer gram to run
A Travel Entertaining business clients while orr@se ship
P Relationship building while accompanying a bussn@ssociate on an excursion
W Walking around the block while waiting for a longmputer program to run
A Leisure Listening to music while meeting with igats
P Texting friends while sitting in a business nmegti
W Checking your personal email while waiting fatlint to arrive
A Shopping Shopping online while writing an article
P Downloading a song from iTunes while sitting inusiness meeting
w Shopping online while waiting for a client toiag
A Personal/  Watching the children during the day while workingm home
P dog::gtic Filing one’s nails while listening to a businessiference call
W Making lunch while waiting for a long computeiogram to run

Travel A Work Listening to a work-related audio recordingile driving to work
P Grading papers while on an airplane flight
w Preparing a presentation on a laptop while waiihan airport terminal
A Travel Walking the dog on a rest break while digvcross-country
P Walking around the promenade deck while takinguase
W Exploring the city near the terminal while wagifor a train
A Leisure Listening to the radio while driving tauk
P Watching a DVD while taking a train to work
W Listening to an MP3 player while waiting for thas
A Shopping Browsing the store windows while ridendike downtown
P Browsing the Sky Mall magazine while flying talifferent country
W Shopping at the airport while waiting for a coatirgg flight
A Personal/  Putting on makeup while driving to work
P dogr;?;tic Eating while riding the bus
W Eating breakfast while waiting for the train

Leisure A Work Reading a work-related email whilefig the internet

P Talking to clients on a mobile phone while sgton the beach
W Reading work-related email messages during tteerirission of a play
A Travel Going for a hike while on a camping trip
P Driving around while listening to a new CD
W Bicycling to the convenience store during thethmak break of a televised football game
A Leisure Listening to music while playing a caahte
P Reading a novel while sitting on the beach
W Unexpectedly seeing a friend and chatting withchaing the intermission of a play
A Shopping Window shopping while hanging out witiefids downtown
P Shopping on the internet while listening to ashéw podcast
w Shopping at the stadium pro shop during halftina football game
A Personal/  Doing laundry while reading a book
P dog;(::tic Cleaning house while watching a soap opera
W Loading the dishwasher during a commercial baalkV
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Table 1 Cont.
A library of multitasking examples

Primary Secondary Example

Shopping A Work Reading work-related email in thidaife of making an online purchase

P Reading work email at the theater while advertisgmare playing before the movie
starts

Reading a work-related email while waiting fadr@ssing room at the department store
Travel Taking a cruise for the purpose of shogpinty free
Walking from the hotel to dinner while window-giping on a shopping vacation
Walking to the coffee house while waiting for @amline auction to end
Leisure Encountering a friend and chatting wittm hwhile shopping
Playing a game at the theater while advertisesrametplaying before the movie starts
Reading a magazine while waiting in line at thelcregister of a store

>SS T >S T >S

Shopping Browsing the internet for the lowest price whil®phing in a store for a specific DVD
player

P Dovvnloading an MP3 file at the theater while adgernents are playing before the
movie starts

W Continuing to browse eBay while waiting for a eifie bid time to end
A Personal/  Eating lunch while walking through a mall to findjét to purchase
P dog::tlc Eating a snack at the theater while advertisesramet playing before the movie starts
W Sleeping while waiting in line for a new gametsys to be released

Personall A Work Taking a business phone call while grocérggping

domestic p Doing paperwork for work while supervising theaien

care W Taking a business call while waiting for dinneffinish cooking

A Travel Walking around a park on a break fromrmga bicycle for exercise
P Going for a walk with a sleeping infant in theoler
W Going for a walk while waiting for dinner to cook
A Leisure Listening to music while housecleaning
P Reading a novel while supervising the children
W Reading a novel while waiting for the dishwasteefinish running
A Shopping Clipping coupons while eating breakfast
P Shopping online while watching the children
W Leafing through a catalog while waiting for tlz@ihdry to dry
A Personal/l  Packing a lunch for the children while making brfeak
P do(r;;?:tic Cleaning the house while watching the children
W Cleaning the kitchen while waiting for dinnerdook

Note: A=active; P=passive; W=waiting
Source: Own definitions.
Five different activity types/purposes are treated: augment the conventional (e.g. Reich-
man, 1976) triad of mandatory (work), personal/dsiicecare®®, and leisure activities with
the additional specific groups of activities foropping (commonly classified as a personal/

% In travel behavior analysis, trip or activity poses are conventionally classified as mandatoginter

nance, or leisure. To be more congruent with theiteology employed in time use studies, we here use
“personal/domestic care” in lieu of “maintenanc@he intended meaning in both cases is essentizdly t
contained in major divisions 6 (unpaid within-owadsehold domestic services), 7 (unpaid caregivang s
vices to own-household members), and 15 (persaral &nd maintenance) of the International Classific
tion of Activities for Time-Use Statistics (ICATUS; see
http://unstats.un.org/unsd/class/intercop/expeagt2009/AC190-Bk4.PDF, accessed October 5, 2012).
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domestic care activity, but receiving special dttanof late in the context of online shop-
ping) and travel. Each purpose for the primaryvagtis paired, one-by-one, with each pur-
pose for the secondary activity. For each of titis@airs, we offer three examples, in which
the primary activity is respectively active, pass(other than waiting), or waiting. Thus, our
library consists of 75 examples of primary/secoggairs. In the discussion below, we will

refer to specific examples, using designations sisctwork (A) leisure” to mean “work as an

active primary activity paired with leisure as sedary” and “personal/domestic care (P)
shopping” to mean “personal/domestic care as aygpsmary activity paired with shopping

as secondary”.

The activities used as examples involve diverseswfitime analysis (from minutes to sever-
al hours or days). As discussed in Section 4,ithe granularity and the period of observation
are important time-related aspects of classifyingtitasking activities. The purpose of this

library, however, is to call attention to the widage of combinations of primary vs. second-
ary and active vs. passive activities. In so doweg,include examples measured on different
time scales so as to reflect the variety of inttgaions of multitasking that is present in the
literature.

To begin the discussion of the table, we remindrédagler that “while”, or “at the same time
as”, can refer to interleaving or switching as veslloverlaying. As mentioned in Section 5.2,
the former meanings are especially likely to apphen both activities are “active”. Thus, for
example, in the “travel (A) travel” entry of thebta, one is not literally walking the dog while
simultaneously driving across the country, northe “work (A) shopping” entry, is one
shopping online and writing the article in the sanmsant>®

Although for the most part the examples are quigeigpble — even common — constructing
the library highlighted two combinations for whitlte scenarios seemed relatively contrived:

1. Examples in which shopping is a passive primaryvagt After extensive thought, we
decided that being exposed to advertising coulddrsideredoassive shoppinglt is a
stretch to call it “primary”, but in our examples/olving doing other things while adver-
tisements are playing before a theater movie bedgifdfills the criterion we proposed in
Section 5.1, as being “what you would be doing ayWwin the sense that the advertise-
ments are the necessary concomitant to the substeporie). However, these examples
could be also considered cases in which the priraetiyity is “waiting” and shopping is

% These examples also, once again, illustratedheaf time granularity. For the most part (byidae} the

examples fall into a typical time scale of minutediours. But even so, variation is possible inclaessifi-
cation of an activity into multitasking archetypé.the scale of hours, or even a relatively smathber of
minutes, one can do both activities “at the samme'ti(thus, overlay one on the other). At the oriaute
scale, however, switching (in the first example)raerleaving (in the second) is a far more natatassifi-
cation.

We also remind the reader that the designatiorriofgry versus secondary may sometimes depend on the
perspective of the actor — except in the case dfnga which we always take to be primary, andmiany

but not all cases, travel. Thus, we classifiecadinag a work-related email while surfing the inttfnas
“leisure (A) work”, but for a given individual theriority could easily be reversed.
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therefore considered as the secondary passivetadaiiene while waiting. This shows
how difficult it is sometimes to classify multitaslg behavior even for researchers, and
confirms the fuzzy and subjective boundaries thstirdjuish the various categories for
each of the dimensions that have been introduc#usrstudy so far.

2. Examples in which travel is the secondary activagpecially when the primary activity is
classified as “active”.This is because travel requires movement throungé &nd space,
whereas the primary activity limits the extent thieh that movement is plausible. It is
also a consequence of our decision to exclude ebesnip which a single activity serves
two purposes at once, for it is easy to think cdragles in which a single activity is ful-
filling a different primary purposéroughtraveling (work: driving a truck for a living;
personal/ domestic care: physical exercise thrducycling; leisure: recreational sailing).

The examples reported in Table 1 offer an overnoéwany possible categories of multitask-
ing as combinations of primary vs. secondary anvas. passive (or “waiting”) activities.
As mentioned earlier, however, the empirical rgaltoften more vague, and many interme-
diate cases (or cases in which personal interpratatould result in recoding multitasking
configurations in different ways) exist. AppendiXither expands this discussion, and start-
ing from the case in which a single activity sertwe purposes it develops a continuum of
the degree to which multiple tasks are distinctifaligiishable.

Overall, the spectrum of examples and “boundarg£athat have been presented illustrates
and reinforces the need for greater specificityvimt is meant by multitasking, as well as
polychronicity, in any particular study. Would wgpect a single individual to be equally
inclined toward each combination of activities shaw Table 1? If not, and if a survey simp-
ly asks the respondent whether he likes doing twogs at once, who knows where he is
placing himself in this heterogeneous landscapewieereplies? Our goal is for this compila-
tion of examples to help future researchers (inolwdurselves) more effectively identify
what regions of the terratheywant to survey — both to themselves and to thadyspartici-
pants — and to suggest ways of more systematisathypling from a “universe” of multitask-
ing scenarios in those regions. In the followiegten, we explore in greater detail this no-
tion of heterogeneity across the spectrum of pdggb in multitasking behavior and poly-
chronic preferences.

7 What does it mean to be polychronic?

There is a sizable and valuable literature dealiity the relationship of an individual’s poly-
chronicity to other variables of inter&stFor the purpose of the present discussion, howeve

37 For example, several authors have associatedotteept of polychronicity with the emergence ofcifie

traits affecting social and working habits. Indwads with more polychronic attitudes are often dbered
better able to deal with frequent interruptions andre suited to working in retail and in other work
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we focus on the literature relating to the measergnof polychronicity itself. Several scales
to measure polychronicity have been proposed, aptieal in numerous empirical studies.
Among these, the most commonly used are the PagahAttitude Index (PAI) (Kaufmast

al., 1991), its modified version PAI3 (sometimes ealMPAI3) (Kaufman-Scarborough and
Lindquist, 1999b) and the Inventory of Polychrowi@lues (IPV, Bluedorret al, 1992; Blue-
dornet al, 1999). The PAI is created from the responsdsup statements regarding prefer-
ences toward the use of time. One of the statemetich referred to specific behavioral
preferences and adopted situation-specific language later removed from the index, gen-
erating the Modified PAI3 (Kaufman-Scarborough dmadquist, 1999b). The IPV was the
result of refined statistical analysis of data eaf@rences and behavior, and is based in its
final version on the responses to 10 statementsthake indices have been applied by the
same and other researchers in many different ctinfex the evaluation of polychronic pref-
erences (Plochat al, 2002). Lindquist and Kaufman-Scarborough (20@#)e also present-
ed an improved scale for the measurement of pabystity attitudes, the Polychronic-
Monochronic Tendency Scale (PMTS), which is bagsethe responses to five statements.

We have two reflections regarding these existirgesc First, all of them synthesize the re-
sponses to multiple statements that collectivelpsnes multiple constructs: behavioral traits,
norms, and personal preferences toward polychitgnigiowever, in other well-known psy-
chological theories (such as the Theory of Reas@w#ion; Ajzen and Fishbein, 1980), such
constructs are considered to be conceptually distand as having hypothesized causal rela-
tionships among them. Combining them into a sisgle precludes the possibility of under-
standing such (potential) causal relationships aribem — i.e. separating personal prefer-
ences towards polychronicity from normative beli@fspolychronicity and from actual multi-
tasking behavior (Slocombe, 1999). This is a majotivation behind the promising recent
development of the 14-item Multitasking Preferetmeentory (MPI), which is focused ex-
clusively onpersonal affinitiesfor various descriptions of mono- or multitaskiogntexts
(Poposki and Oswald, 2010).

structures that require fast execution of tasks @manpt response to customers’ requests (Agidl,
2006). They may perform better in more culturalind otherwise) varied environments, and have a-stro
ger capacity for adjustment that drives them towamdincreased “learning goal orientation” (Scheiti a
Conte, 2008). Conversely, monochronic people ugyakfer to “center their attention on one thinglan
then move on to something else” (Hall, 1959, p.)1@8d therefore achieve better performance irestee
cution of the primary task in strompn-multitaskingcontexts (Madjar and Oldham, 2006; Goonetillekeé an
Luximon, 2010). The literature also attributes fietlent perception of time among the two groupsndi-
viduals. Polychronic people are said to have a melexed perception of time, are less worried bgdde
lines (Hall, 1983, as quoted in Arndt al, 2006), and have more time (and interest) foiaiacng and
other activities. Further, they better react to nges and other unplanned conditions (Kaufman-
Scarborough and Lindquist, 1999a). Finally, induals’ polychronicity attitudes may or may not niatc
the degree of multitasking that is expected indtganization to which they belong (Bluedanal, 1992),
with, as a consequence, rather variable performantmmmes.
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However, the MPI shares with its predecessors #sslfor our second reflection, which is
that in application the commonly-used scales atenoftompletely silent (or at least partly
ambiguous) with respect to (a) granularity of tiamed activity, and (b) activity purpose(s)
(work, leisure, etc.). Such information may oftea inferred from the broader context in
which the scale is being administered. But to tkterd it is not made explicit to a respondent,
diverging interpretations could result. This issugs offered as one possible explanation for
the surprising finding that polychronicity (measiitgy the IPV) had no significant impact on
multitasking performance in at least two studiesr{ig et al, 2005; Ishizakat al, 2001).

Indeed, in consideration of the diversity of malsiking scenarios exhibited in Table 1, it is
the authors’ opinion that there will be consideeadbiversity also in individuals’ attitudes and
behavior with respect to such scenarios. In ouwyia other words, it is conceivable that the
same individual may well enjoy (or prefer) one tygfemultitasking, but not another, thus
exhibiting strong polychroni@and strong monochronic characteristics in differenhteats.
For example, an individual may be polychronic abarse task/time granularity (enjoy work-
ing on severaprojectsin a week’s or month’s time), but monochronic dinar scale (prefer
to concentrate on ortaskfor several hours at a time) — a condition we ddabel “macro-
polychronic but micro-monochronic”, after Ophir (gad in Wallis, 2010, p. 10). Or, he may
be monochronic with respect to work, but polychcowith respect to leisure, or conversely.
Some people may relish the challenge of tryingrigagie similar resources in multiple tasks
simultaneously (juggling while riding a unicyclethers may not like that but do not mind
engagingdifferentresources simultaneously (listening to music wiheving); while still oth-
ers may be “pure” monotaskers.

This helps clarify that a key reason why individualay have different preferences for differ-
ent types of multitasking is that they have diffenotivationsfor multitasking or not, or see
different benefitsor disbenefitsaccruing to it, depending on the type (Cotte aathBshwar,
1999). Consider the examples shown in Table 2 hichvwe illustrate how various combina-
tions of primary vs. secondary and active vs. pastsks, sometimes together with whether
the required resources are complementary or competnay be undertaken for markedly
different benefits or motivations. The person whlomultitasking forrelaxation may have
very divergent preferences for a given activity bamation compared to the one who is doing
it for stimulation Similarly, the person who valuesing time efficientlynay enjoy adding
an active secondary task to a passive primary t@&sicuing time that would otherwise be
wasted, but may consider conducting two activestagkonce to be unpleasantly distracting
andinefficient. Further, as suggested above, a giveivishaal may evaluate the benefits and
disbenefits of a given combination of features ejditferently, depending on the time granu-
larity: the same person who finds switching betwaeo active work tasks to be irritating
and inefficient at fine granularities, may enjoyrapso on a coarser time scale for the variety
and synergistic insights that result.
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Table 2

Potential motivations as a function of the nature bthe multitasking combination

Secondary activity

Passive Active
Primary Passive (sec) listening to music (sec) working
activity (pri) while dinner cooks (pri) while dinner cooks
RELAXATION EFFICIENCY
(sec) listening to music (sec) taking photographs
(pri) while getting a tooth filled at the  (pri) while on a moving train
dentist
AMELIORATING THE UNPLEAS- ENHANCING THE PLEASANTNESS
ANTNESS OF THE PRIMARY AC- OF THE PRIMARY ACTIVITY
TIVITY
Active (sec) listening to music (sec) reading

(pri) while working

(pri) while eating

(complementary resources)
CREATING A SUPPORTIVE AMBI-
ENCE EFFICIENCY

(sec) checking Facebook
(pri) while doing homework
(competing resources)

STIMULATION

(sec) riding a unicycle

(pri) while juggling
(competing resources)

DESIRE TO MASTER A SKILL

Note: Motivations are in CAPITAL LETTERS below eagkample.
Source: Own definitions.

Furthermore, we agree with Palmer and Schoorma@9{lthat individuals are not dichoto-
mously polychronic or monochronic, but rather thalychronicity is acontinuum measuring
theextentto which they prefer a given type of multitaskif@r these reasons, we conceptual-
ly envision the polychronicity of an individual abaracterized not by a single score on an
index (as it is often considered to be in the ditere, and as applied in behavioral studies;
Zhanget al, 2005; Sanjiram and Khan, 2011), and certainly mota simple binary tag of
poly- or monochronic, but by a possible multituadevector of continuous-valued scores rep-
resenting the preferences fifferent types of multitaskind he “types” in question (i.e. the
specific dimensions of the conceptual space ofastg will vary with the subject of study,
and could include any of the elements discussexligfirout this paper (among others): time
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and task granularity, the combinations of resouypes required, combinations of activity
types (leisure, work), primary/secondary combinaijoactivity/passivity combinations, and
the specific motivations or benefits and costshef activities to be performed (e.g. the im-
portance of the task for the individual’'s carebg tivic responsibility associated with it; per-
ceptions of pleasure, risk or danger associatell parforming it). Beyond these intrinsic
aspects of the task combinations themselves, axgggessed polychronicity preferences can
also be a function of context-specific charactegssuch as personal volition (Persing, 1999 —
we may enjoy conducting multiple tasks on our oems, but not on terms dictated by a
supervisor or other constraints), mood (sometineekdground music may soothe the nerves,
and sometimes it may jangle them), and fatigue@foe, 1999). We illustrate these ideas
with two figures. Figure 7 presents four exampliepassible continuous functions expressing
an individual’'s degree of polychronicity in the gil@ case of onlyne dimension, i.e. task
/time granularity®,

Figure 7
Examples of polychronicity preference curves with
respect to task/time granularity

{(a) Uniformly
T Polychronic
Preference
Individual | —=—mmm oo e D
f f P
el (b) Short-Term p
multitasking ! y
Polychronic , ) .
Preference (c) Long-Term
7 Polychronic
,’ Preference
7/

(b) Long-Term
Monochronic
Preference

{c) Short-Term
Monochronic

Preference _. - {d) Uniformly
—_—— - Monochronic
Preference
Hours Days Months
Task/time
granularity

Source: Own illustration.

% As mentioned in Section 3, task granularity ifenfcorrelated with time granularity. In fact, ws8eboth
units are specifically defined in a study, we expbat the individual would tend to adjust the tgsanula-
rity (i.e. the level of detail for the identificati of “activities”) in tandem with the time grantity. See
Section 3 for further discussion.
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The four different patterns in the figure identggme stereotypical profiles of polychronic/
monochronic individuals who exhibit rather varialplelychronic attitudes depending on the
level of task/time granularity involved. The indival’s attitudes may vary significantly, for
example, when moving from finer levels of task gdanty, which are associated with de-
tailed representations of activities measured wrtshme units (e.g. “answering the phone
while checking email in the office”), to coarsevéés of task granularity, as found for longer
time periods (e.g. switching: “change job oftenidgrthe year, to satisfy variety-seeking de-
sire”, or overlaying: “engage in a secondary joladdition to the primary one, to feel more
personally satisfied”). In addition, in our viewetkevel of polychronicity (or “polychronicity
profile”, as described in Figure 7) is not a pererarfixed trait of the individual, but rather
follows a continuous trajectory that can assumfeigifit values over time, and that is affected
by all the factors previously described (e.g. matoir the activity, environmental context, de-
gree of fatigue or stress, personal attitudes aefepences and even moods or personal voli-
tion).

Figure 8 represents another possible conceptualizat polychronicity profiles, but this time
derived for awo-dimensional construct space, where xtktimension is the task/time granu-
larity as in Figure 7, and thedimension denotes the degree to which the priraatiyity is
passive (with the secondary activity always beictiyve).

Figure 8
Polychronicity preference surfaces over a two-dimesional space for
task/time granularity and degree to which the primay activity is passive
(where the secondary activity is always consideredttive)

a}
Active/Active

b}
ActivefActive

Combination Combination
of primary/ of primary/
secondary secondary

activity activity

Possive/Active Passive/Active

Hours Days Months Hours Days Months

Task/time granularity Task/time granularity
INDIVIDUAL PREFERENCE

Monochronic Polychronic
Preference Preference

Source: Own illustration.
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The third dimension in this figure plots the indival's preference or liking for each point on

the two-dimensional plane, where we represent atgrepreference for multitasking (i.e. a

higher degree of polychronicity) with darker shagifart (a) illustrates an individual who

does not enjoy combining two active tasks at femkitime granularities, but who has some
propensity for doing so at coarser granularitieg] who enjoys — at any granularity — com-
bining an active secondary task with a passive gnyrone. Part (b) illustrates an individual —
perhaps the stimulation-seeker of Table 2 — whiwékron combining two active tasks at any
granularity, but who (not oriented toward efficights less motivated to add an active sec-
ondary task to a passive primary one. Comparisahetwo halves of the figure shows two

entirely different polychronicity profiles.

Of course, obtaining measurements of polychronigisferences over the entire two-dimen-
sional plane will generally not be practical. laligy, we can think of systematically sampling
a small number of points from a desired conceppate (in the examples in the figure, say,
four scenarios representing the four corners ofr¢lagangle), and obtaining a preference re-
sponse for those points. We could potentially atleér dimensions to the space (e.g. activity
purposes of work versus leisure), and systemagicgimple from that (hyper)cube. In this
way, we would represent an individual’'s polychratyicot with a single value, but with a
vector orprofile of values.

At the same time, we could develop measurementseafctual extent of multitaskingt each

of the same points in the hypercube, and compareréference (polychronicity) vector to the
behavior (multitasking) vector, to more specifigalinderstand the nature of any mismatch
between them. It would then be of interest to eustdividuals on the basis of their vectors
of values, to better understand the prevalence iftéreint combinationsof polychronic
tendencies (and/or multitasking behaviors) in tbheyation, and other variables associated
with various combinations.

Further, we could assess the mismatch betweenfarg@mee (polychronicity) profile and a
behavior (multitasking) profile using a measuresatisfaction, or (as economists would say)
utility. For example, Figure 9 portrays thility surfacesthat are obtained when individuals
with the polychronicity profiles from Figure 7 aegposed to environments that involve vari-
ous levels of multitasking (vertical axis) at varsdevels of task granularity (horizontal axis).
The third dimension in this figure measures thewviddal's utility, where now darker shading
represents a higher level of utility (in contrastRigure 8, where it represented higher levels
of polychronic preference). As shown in Figure 8ljty is higher when there is a match be-
tween the individual’'s polychronic/monochronic gnefnce and the corresponding degree of
multitasking in the environmental reality, and lowéhen there is a mismatch.
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Figure 9
The individual's satisfaction (utility) varies with the degree to which her polychron-
ic/monochronic preference patterns match the requiements for multitasking in the en-
vironment to which she is exposed.

a} b)
) (a) Uniformly ) (b) Short-Term
Simultoneous Polychronic NGRS  polychronic
Preference Preference
Required Required Individual’
execution execution n :w‘rua 3
of tasks of tasks Utility
Max
> ' (b) Long-Term
Sequential Sequentiol | o Monochronic
F. Preference
Hours Days Months Hours Days Months
Task/time granularity Task/time granularity
¢) d)
& (c) Long-Term )
Simultaneous . ™ Polychronic Simultaneous
Preference
. Min
Required Required
execution execution
of tasks of tasks
(c) Short-Term i . (d) Uniformly
Ll  Monochronic T Sequential Monochronic
Preference . Preference
Hours Days Months Hours Days Months
Task/time granularity Task/time granularity

Note: Higher values of utility are represented hykér shading
(the polychronic/monochronic preference patterestlae same as in Figure 7).
Source: Own illustration.

8 Conclusions

8.1 Summary of key ideas

Multitasking is an important phenomenon that isidpchanging many work-related and

social habits in modern society. However, the suibpéfers a great deal still to explore, and
significant levels of ambiguity remain in the tenoiogy, in the definition of relevant varia-

bles for analyzing these phenomena, and in the twageasure multitasking behaviors and
polychronic preferences. The present paper endsdwarontribute to a clarification of these
definitional and measurement challenges.

In this paper, as suggested by some other autiversefer topolychronicityas the “prefer-
ence for doing more than one activity simultanegusind monochronicityas the opposite
“preference for doing one activity at a time”. Mtadsking is therefore the corresponding be-
havior in which multiple tasks are run at the satinee, eithersequentially(alternated/
switched within a relatively small amount of timajterleaved(partially alternating to a sec-
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ond task while keeping some resources allocatdatigdirst), orsimultaneouslyThe paper
organizes these possibilities into a typology oftitasking, based on the dimensionssbhre
of timeandshare of available resources

We discuss several issues relevant for empiricgdarech. First, we discuss the existence of
different domains of resource inputs that an irdiral can allocate to the execution of tasks.

Multitasking is easier when activities require tiee of resources belonging to different do-

mains. We also note that the total amount of alblalaesources that can be assigned to the
execution of activities can vary depending on landns on the availability of resources, and

even on the presence of temporary factors that tmegtuce (e.g. fatigue, stress) or expand
(e.g. physical fitness, or Csikszentmihalyi’'s méfflaw”) the availability of the resources.

Second, we discuss the concept of efficiency ipautwhich is a function of the resource
inputs allocated to task execution), i.e. the extenwvhich the individual’'s productivity under
multitasking is higher than, equal to, or lowerrth®er productivity in a monotasking condi-
tion, depending on the intensity and quality of th&eractions between the activities: the
presence of competing tasks that require resoundbge same or different domains (e.g. men-
tal versus physical) may significantly affect tiogency with which activities can be carried
out by an individual.

Third, we discuss issues relating to the time daatty (level of detail) used to classify and
record activities, and the time period of obseosgtiwhich are often ambiguous in previous
work in the literature. Both issues affect the digiton of multitasking (and of polychronicity),
with for instance the time granularity completehaaging the perception of the simultaneity
of activities if assessed over one hour of worksusrover one week.

Fourth, we address how activities can be categbramrording to their natures, such as
whether they are active vs. passive, or primarysesondary. Several different definitions
related to these concepts are often adopted inre@apstudies. We propose the working defi-
nition of primary activity as “the one you would kbeing anyway”. Similarly, the activity/
passivity of a task is defined as a continuum ampedds on the share of resources and the
need for attention (compared with tasks that “mthie background”, which are correspond-
ingly passive) that is associated with the exeoutibthat task. We discuss the special roles of
travel and waiting as transitional activities oftmnducted in a multitasking modality.

Fifth, to illustrate the wide variety of behavidlrsat can be considered multitasking, a library
of examples of multitasking combinations is presdnThe combinations are classified based
on the purposes of the primary and secondary #esvffocusing on five major categories of

mandatory, personal/domestic care, leisure, shgp@nd travel), and whether the primary

activity is active, passive or waiting.

Finally, we discuss the measurement of polychronias a specific individual trait. It is the
authors’ opinion that polychronicity can be usefulliewed as a time-dependent vector-
valued construct rather than a single-valued soaasurement. Polychronic attitudes may
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depend, for example, on the time and task granigsarwith which activities are measured,
the resource combinations required, or whetheveangiask is active or passive. An individual
may present a complex preference surface as adarwittime, the nature of the activity, and
the specific context in which polychronicity is nseeed. We present some graphical exam-
ples of possible preference surfaces, as well axample of a utility or satisfaction surface
illustrating the mismatch between an individualiefprence and the reality of her environ-
ment.

8.2 Perspectives for future research

In this paper, we have examined a number of cuissutes that have limited the ability to
explore in full depth the multifaceted nature of ltwasking and the complex factors that
combine to generate individual preferences for nasking, i.e. polychronicity. The study
offers many ideas for further research, and ituishmpe that the concepts set forth in this pa-
per will stimulate the research community to coméirio refine and operationalize them in a
way that will improve our understanding of this guotous and consequential phenomenon.

Among the topics that can lead to future reseactifviies in this field, we believe that addi-
tional efforts should be spent to further improlve tlefinition of the resource types associated
with the execution of activities and tasks, therappate metrics by which to characterize
them, and the knowledge of how various types cahcamnot be combined when performing
activities in any of the various forms of multitaslt We need similar refinement of output
metrics and measurement of output efficiency undepus multitasking scenarios. Similarly
to the way the human body undeniably engages inipraiinternal physiological activities
simultaneously, we need to better understand thestpfexternaltasks that can also be con-
ducted simultaneously, at even the smallest timeawgarities. To that end, a fascinating fron-
tier would involve the development of a library foinctional magnetic resonance images
(fMRIs) of the brain, under a systematic set of ttagking examples along the lines of our
descriptive library discussed in Section 6.

An important field to explore is the investigatiohwhy people engage in multitasking activi-
ties, in different contexts and at different timamularities. Although there have been a num-
ber of studies relating general measures of pobyuhity to various personality traits (e.qg.
Conte and Gintoft, 2005; Fret al, 1999; Market al, 2008; Persing, 1999), in fact we know
relatively little about the assortedasonsfor which people engage in multitasking (Cotte and
Ratneshwar, 1999), and how those reasons relaldféoent personality traits as well as to
various multitasking combinations.

In general, it is a non-trivial research challengdind better ways to obtain information on
when and how people multitask and how satisfieg dre with it, depending on the environ-
mental context in which the activities need to baied out, the purpose of each activity, the
time scale at which activities are measured (tias#&/granularity), and the motivation behind
their multitasking behavior. One approach may beléwelop applications for the mobile
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phone and/or other handheld devices that will itatd the real-time collection of such data,
as is currently happening on the frontiers of ptgishealth (Doherty and Oh, 2012), mental
health (Reid et al., 2009), travel behavior (Ginaret al., 2009), and time use (Sonnenberg et
al., 2012; Merz, 2009) research. Another approamdcinvolve using the power of online
surveys to choose questions customized to theithdil; based on his responses to earlier
questions. Yet another approach could involve usorentional surveys, but simply to nar-
row the field of study to a more specific enviromts context and/or a more manageable set
of activity combinations. Our hope is that the sisation dimensions presented in this paper
will provide guidance on how to do this in a motegnsive way.

Finally, future research should also focus on fleglout an individual’grofile of polychron-

ic preferences. We envision this profile to be tatded by systematically sampling scenari-
os from the hyperspace of interest to the particsfiady (see Section 7), and obtaining the
individual’'s preference for each scenario. An alitiim would be to test the hypothesis that
different individuals might exhibit different deg@® of polychronicity depending on context
and personal variables such as the nature of tiheti@s to be performed, both singly and in
combination; the environment in which they are perfed (work, social, etc.); the types of
resources that are required to perform such aetsyithe time horizon over which the activi-
ties are conducted; and the type of multitaskingnfge.g. switching vs. overlaying) that
would be required (in addition to personal attisjdereferences and tastes). Presuming that
hypothesis is supported, it would then be natwatltister individuals on the basis of their
polychronicity profiles, and begin to explore thesaciated characteristics and implications
(e.g. for work productivity and satisfaction) ofriaus profiles.

All told, it seems that we know very little aboudvia complex a single individual’s polychro-
nicity preference surface might be, let alone tast\diversity in such surfaces across a popu-
lation. The immense landscape of multitasking/ potgnicity remains largely unmapped,
and invites considerable further exploration.

Appendix A — Metamorphosing among multitasking
types

The four types of multitasking shown in Figure ffeti along two dimensions. With respect
to the vertical dimension, lek; refer to theshare of resourceallocated to activity A during
time intervalT; (i.e. the initial configuration in the two-dimensal space fotime andre-
source$, which is simply the height of the shaded porifiothe left-most section of each rec-
tangle in the figurera; may vary between 0 and 1 (inclusive), while the agnimg share of
resources available during the same time intefyatg: = 1- ray, is allocated to activity B.
Consequently, with respect to the horizontal dinensl; refers to theshare of timeduring
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which the initial configuration associated with steare of resourceg; andrg; is maintained
before moving to a new configuration witky andrg..

Following the classification in Figure 1, th@onotaskingarchetype (M) is the one in which a
single activity A occupies full resources for thdl block of time (a;=1, T;=1). In theswitch-

ing archetype (S), a given activity A occupies futeation for only part of the time in which
activities are observed, while resources are akacéo the following activity B for the re-
maining amount of timerf{;=1 andrg;=0 for 0<T1<1; thenra,=0 andrg=1 until the end of
the period of observation). Forterleaving(l), both activities occupy some resources at all
times, although the allocation of resources betwhbkernwo activitiedluctuatesover time (the
initial configurationra; is mantained for the tim&,; before moving to the configuratian,,
with both 0¢1<1 and 0«a2<1, and 09:<1). Inoverlaying(O), by contrast, both activities
occupy some attention at all timeg>0 andrg>0 at any timeithout significant fluctuation

in the allocation of resources across time. In tase, both activities are carried out at the
same time, with a substantial “parallel” allocatmfiresources (0<%:<1, T1=1).

Figure 10 illustrates the relationship betweenfthue basic archetypes afonotaskingmuilti-
taskingpresented in Figure 1, along the two dimensiondiggarity in the allocation of re-
sourcesrai-ra2)>° andshare of timeThemonotaskingM), switching(S), interleaving(l) and
overlaying(O) archetypes occupy the four corners of therigipt box in the figure. The re-
maining cells in Figure 2 show how each archetyg®e rmetamorphose into each of the other
ones, by varying the differenceg-razin the vertical direction, and/or the tinig in the hori-
zontal one. Interestingly, overlaying can be aokiein two ways: along the horizontal di-
mension (left to right), by increasing to 1 (i.e. increasing the time during which a sfpec
allocation of resources between A and B is maietiirto comprise the entire interval), or
along the vertical dimension (top to bottom), bgiueingrai-raz to O (i.e. by reducing to O the
temporal disparity in resource allocation to A, eerging to a constant allocation of resources
to A across the entire interval). Similarly, itpessible to converge to switching via each di-
mension: horizontally from monotasking, at theans thatT; decreases from 1, or vertically
from interleaving (when OK<1), as the differencea;-raz increases from 0 (the overlaying
special case) to greater than O but less thantérlgaving), or to 1 (switching). Naturally,
continuous variations on the examples in the figueepossiblé®

% In reality, theseparatedimensionsa; andra, (each taking on values between 0 and 1) identiéyexact

patterns of allocation of resources over time {taleies ofr,; andr,, determine the disparitys-r o, Which
can range between -1 and 1). To simplify the gisgblportrayal and the accompanying discussionhere
collapse those two dimensions into one by focusimga;-ra, (and only the range from O to 1, relying on
symmetry), which, as Figure 10 illustrates, is wihetiermines thenultitasking classificatiomf a given pat-
tern.

For more complex situations involving more thao tactivities and longer units of time, the infotioa-
theoretic concept of “entropy” (disorder, uncertgirmay offer a useful means for quantifying anaissify-
ing activity patterns (see Yeung, 2002 for an idtrction, and Leslieet al, 2007 for a spatial application;
and although the authors did not employ this cofaamtropy could also be used to characterizedhe t
poral fragmentation of activities in Alexandstral.,2011).

40
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Figure 10
Metamorphosis of multitasking and monotasking confjurations, depending on the
share of available resources allocated to the exdmn of a task (and the temporal dis-
parity in their allocation over time) and share oftime
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resources to |
activity A I
(ru-ra) |1
! @
|
|
Neon |
one v @
e e >
None Share of Mux
time
Examples of multitasking/monotasking configurations:
@D ra=1, T:i=1 {monotasking) @ ra=0.65, r2=0.5, T:=0.3 (interleaving)
@ ra=1, raz=0, T:=0.5, {switching) ® r1=0.55, £42=0.55, Ti=0.5  (overlaying)
@ ra=0.7, r2=0.35, T:=0.5 (interleaving)  ® ra=0.7, T:=1 {overlaying}

Source: Own illustration.

Appendix B — One activity, or two?

Constructing the library of Section 6 highlighted accasional difficulty in identifying
whether an example constituted two activities (&sdesired), or one activity fulfilling two
purposes (as we tried to exclude). For examplestugygled with whether “entertaining
business clients while on a cruise ship” (“work (#vel”) constituted two activities, or
whether the entertainment were an integral patt@ftruise. We concluded that either activi-
ty couldbe ‘intactly’ conducted without the other, and thus allowet iualify as two activ-

The amount of entropy possessed by a random disdistribution is defined ag; p; log, p;, where pis

the probability of outcome “i” occurring, and Ipig the logarithm function using base b. Entropyniaxi-
mized (“information” is minimized) when probabiés are equal, and minimized (information maximized)
when probabilities are extreme (0 or 1). In ourtegt) the s are the shares of resourceg andrgy; ra,
andrg,) and shares of tim&{ and 17,), and thus we can refer to entropy in resourcesestropy in time,
where “greater entropy” corresponds to “more ealres”. Figure 2 shows, for example, that moving
left-to-right horizontally, from interleaving to evlaying or from switching to monotasking, involviast
increasing (up td; = 0.5) and then decreasing the entropy in time.
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ities. On the other hand, we avoided cases intwbie (secondary) activity isstrumental

to conducting the other (primary), such as drivemgund to look at outdoor Christmas deco-
rations in a certain neighborhood (in which tragehecessary to conduct the primary activity
of looking at Christmas lights). We differentiateat example from enjoying the scenery
while riding the train to work (which would be alNed, although it does not appear in the
table), however. In the latter case the sceneryrga(secondary) isicidentalto the primary
activity of travel (even if for some people it ctinges an important factor in their choice of
mode and/or route): some people may ride the saairednd hardly look out the window at
all, whereas thentire pointof going for a drive in the decorated neighborh@tb look at
the scenery.

The issue of whether a single activity fulfills tyarposes also relates to the question of what
constitutes aractivity. If an individual goes to a party and dances whilebling on hors
d’oeuvres, listening to music, and talking to fdenis she multitasking, or simply conducting
the activity “party”? Time and task granularitye(®ion 4) is clearly one dimension of the
guestion, but another (related) dimension is thterégxto which a certain aspect constitutes a
characteristic of an activityas opposed to separate activity in its own righfThis issue es-
pecially seems to arise in the context of sociadjzivith friends. Is going to the ball game
with friends one activity, or two (going to the bghme, socializing with friends)? How can
we articulate the distinction between this case @m&lin which two activities are clearly un-
connected (reading the newspaper while eating tasgkistening to music while working)?
Our working distinction (although not a perfect preethat in the former situation, taking one
activity away materially changes the way the otheuld be conducted. Thus, “relationship-
building while accompanying a business associataroexcursion” (“work (P) travel”) is,
from one perspective, a single activity fulfillingro purposes (work and travel). But from
another perspective it is two activeties (relatiopsouilding and travel) overlaid, either of
which could have occurred without the other, butvidich doing either without the other
would have changed its nature. From this pointi@such situations are of interest for stud-
ies that investigate the propensity of individual®€ngage in simultaneous activities as a way
to increase their personal utility or as a prefe#seheduling strategy.

Weaving this discussion together with points ananeples discussed previously suggests that
groups of activities can be placed along a rougfticoum, based on the degree to which
separate activities are distinct or distinguishaBlgble 3 summarizes the points along this
continuum that have been discussed in this paing the broad view, the entire continu-
um can be considered to constitute multitasking, dpecific studies may wish to exclude
some portions of it when analyzing specific reskeaantexts.
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Table 3
A continuum of the degree to which multiple activites
are distinct/ distinguishable

Description Example(s)
greater a single activity fulfills multiple purposes  bicyat) to the store for both transporta-
distinguish— tion and exercise
ability one activity is inescapablpstrumentato  viewing the Christmas decorations is pri-
the accomplishment of the separate primanary, riding around to do so is instrumen-
ry activity tal

both viewing the scenegndthe experi-
ence of riding in a hot-air balloon are

related to accomplishing a single task joyriding task

largely a matter of granularit
(largely J Y) thinking, reading, typing in order to write

a paper

one activity isncidentalto the accom-  riding the train to work is primary, view-

plishment of the primary activity ing the scenery while doing so is inci-

dental

two conceptually distinct activities are getting together with friends, going to the

l connected and/or planned together ball game
y
two activities are entirely unconnected readinglevhating; listening to music

while working

Source: Own definitions.
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Abstract

Since the 1960s women in most countries have iserbéhe time they spend in the labour market, wititle
change has been seen in their time spent on uhpaisehold work. Men, however, have decreased Idigaur
market participation and increased their time usedunpaid household work. This trend also holde fiar
Denmark, albeit reduced by standardization forddmographic distribution. The most robust resu#t ontin-
ued convergence in women and men's time use. Wiakinga linear projection of the trends in womend an
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paid employment. However, for household work, gemdgiality will arrive as early as 2023.
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1 Introduction

In recent decades the distribution of paid and ichpark between women and men has been
on the political agendas of most developed countrie their seminal work, Young and
Willmott (1973) showed that around the mid-1960serguime women in the London region
took on an extra hour of paid work, they were radik of only half an hour of unpaid work.
The UN (Goldschmidt-Clermont and Pagnossin-Aligisakl995) also conducted an im-
portant investigation of how much paid and unpaatkmwomen and men undertook in vari-
ous countries worldwide.

Gershuny (2000) argues that the development upe@®00s can be characterised by three
major convergences in time udeetween countries, between women and men, and éretwe
social classesThese convergences are said to be the result balggation, understood as
technological, cultural and economic globalisatemsuing from increased intercourse and
reciprocal influence among countries. As a consecgi®f the ongoing liberalisation of inter-
national trade and the free movement of capitalegumnents and the private sector have been
obliged to pursue more or less identical economicies, including labour market policies
with many features in common. Nevertheless, thevexence has not removed all differ-
ences inasmuch as men clearly continue to have padework than women do, and women
clearly have more unpaid household work at home.

Nonetheless, women have experienced a developmatds more paid work and less un-
paid work, which has enabled them to earn highesrimes and to improve their social stand-
ing. Bonke (1995) contains an overview of 30 yedes’elopments in work opportunities and
time use in OECD countries and concludes, like Rerg (2000) five years later, that women
and men's time use is converging and ascribes nmagpendent importance to education:
“For women a high level of education has been gomant factor in the trend towards great-
er and more lasting participation in the labour kedr (ibid. p. 9). And there is a clear link

between a high proportion of women with further&tion and high employment frequency.

In Sevilla and Giminez-Nadal (2012) and Karakt(2011) the convergence remains when the
researchers analyse cross-national trends in paidiapaid work and the distribution of these
activities between women and men over the pasied@sy But the trend is now moving more
slowly, and, as Kan &tl. remark, "incompletely”. According to a simple pciion, we shall
have to wait 70—-80 years until women and men gtaiviely have the same amount of work-
ing time inside and outside the home, albeit treeedifferences depending on the welfare
systems in the countries concerned.

To analyse these circumstances in more detail,@eysand Kan (2012) and Kan, Sullivan
and Gershuny (2011), for example, take their deparin Esping-Andersen's division of
modern welfare states into three prototypes: therdil, the continental and the Scandinavian
(or social-democratic) models (Esping-Andersen,0)9%hey investigate whether there is a
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systematic association between women's time usehibth care and routine housework in

countries belonging to the three different modktxe expanded with a fourth: the southern
European or residual model (Esping-Andersen, 198%9.result is that it is possible to find a

causal association of this kind since the Scandmmamnodel with its highly developed net-

work of day-care institutions seems better ablatditate equality between women and men
in their use of the 24 hours of the day than doother models.

In the following we look specifically at trends o years in paid work and household work
in Denmark, which represents a Scandinavian weHargety, which has hitherto only been
included in international comparison with figurestilthe late 1980s (Gershuny and Kan,
2012). Thus we are looking to see when the moddumdred Years' War" will crystallize in
identical time use by women and men, concludingsbudy with a projection based on trends
in Denmark.

2 Data — 45 years with Danish time use studies

To describe the major trends in the Danish poputaitime use, we used data from nation-
wide and representative Danish surveys, which inymraspects follow the time-use survey
guidelines developed by Eurostat (2000) and arbaséed on probability samples, see Bonke
(2012) for further information on the Danish surseyhe surveys all include diary infor-
mation on several activities performed on randoatigsen weekdays. The developments in
household work and leisure are connected with samsertainty because these activities have
not been registered with the same degree of detail time. The definition of paid and un-
paid work used here is:

= Paid employment: work in main occupations and sidebccupations along with banked
overtime, but not transport to and from work.

= Unpaid/household work: shopping, housework, DIY ahiid care.

In relation to other registrations it is importaatnote that we refer only to the spring months
in the years in question as up to and including71i®@ surveys cover only these months. This
is the reason why the number of respondents isivela low for 2001 and in particular for
2008-09. Furthermore, we include diary informationinterview persons only, not for their
family members.

The surveys referred to are from 1964, when theidbaNational Centre for Social Research
undertook its first survey where 3500 visit intewws were attained; from 1975, when the
Centre carried out a new survey based on approglyn&700 visit interviews; and from
1987, when the third nationwide survey was condijctee Andersen (1987; 1988). All sur-
veys contain a 24-hour rhythm schedule in whiclpoadgents are asked to state the activities
they were involved in during a selected 24-houigaefrom 4 a.m. the first day until 4 a.m.
the next day. The next time use survey was condunt2001 and included visit interviews
with 2739 persons, who together with their cohabjté any, completed 6518 diaries record-
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ing their time use (Bonke, 2002). Lastly, in 2008-+tbe time use survey in Denmark was
carried out by the Rockwool Foundation Researclt (Bonke and Jensen, 2012; Bonke and
Fallesen, 2010). Besides the representatively ®eleespondents, their partners and any
children between the ages of 7 and 17 years wéwdas complete 24-hour rhythm sched-
ules for the same weekdays, which brought the numbeompleted schedules up to 16,802:
weekdays and weekend days taken together. Howbeeguse the surveys for the years
1964, 1975 and 1987 refer to interviews in Febrwarg March, the interviews for 2001 and
2009 cover interviews for the same months, i.e.12€8vers interviews also for March, and
2009 covers interviews also for January. This redute number of interviews for the two
last years to 715 and 77, respectively, while treeee3057, 3273 and 3438 interviews used
for the previous years. The response rates fosdimeeys were 66.6, 72.7, 64.6, 65.8 and 77,
respectively, and all data are weighted by agedgeand marital status to make the datasets
representative for the Danish populations in tlfieint years.

In contrast to Aguiar and Hurst (2007) and Se\altal Gimenez-Nadal (2012), who restrict
their samples to individuals between 21 and 65s/e&iage, we use the broader age span of
18-74 years. This is because many younger and Bldees were occupied on the labour
market in the 1960s and 1970s, with elderly indmald seemingly remaining there longer,
allowing us to focus on the development of soci&hbur supplies measured as individual
averages for the adult population over the lasyetys. However, we also use a subsample of
employed men and women to see whether the treatl ¥8-74-years olds’ paid and unpaid
work can be ascribed to time-use changes withsigtoup.

3 Developments in the Danish population's paid
and unpaid work 1964—-2009

It appears from Figure 1 and Table 1 that during4+2009, if we take the actual time
worked and exclude time commuting, there has beganaral fall in the hours worked by

Danes in the labour market. If we look at the hauosked on an average weekday in the dif-
ferent periods, we can see that in 1964 this wasBs 50 min against 3 hours 29 min in
1975 and 3 hours 39 min in 1987. Later, in 2001 20@9, the time worked was down to 3
hours 7 min. Thus, it was in the periods 1964-1&78& 1987-2001 that working hours fell,

more precisely, by just under 2% and % hours a yweslpectively, a total fall from 1964 to

2009 of almost 20%.

While the decrease in working hours during 1964teti place at the same time as negotiat-
ed reductions in working hours in the labour mafkamn 44 hours a week in 1960 to 40 hours
in 1974, the fall from 1987 to 2001 occurred ineai@d in which the negotiated working time

was reduced from 39 to 37 hours a week. Longedagd were also introduced in the course
of these periods, but this is presumably refleatetthe figures only to a limited extent as we
look solely at activities in the spring months.
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Figure 1
18-74-year-olds paid and unpaid work on an averagseekday 1964- 2009.
Standardised for demographic changes (gender and aj
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Time use forward in time is standardised with deparin Denmark's demographic
(age and gender) distribution in 1964. See notdsabie 1
Source: Danish Time Use Survey 1964 -2009, owstifation.

For household work, we find that it was more oslesnstant during 1964-1987, after which
it rose up to 2001 and then fell until 2009, albeithout returning to the levels of the 1960s,
1970s and 1980s. In 2009, 2% hours were spent wsehold work on an average weekday as
opposed to just under 2% hours up to 1987. Thetauiis rise in household work of 45 min
per day, or 5 hours per week, during 1987-2004iigrssing even though it occurred precise-
ly at the time when there was a decrease in hoorked in the labour market and thus a
change in where Danes were working—more at homelessdoutside the home—see also
Bonke (2002).

The unchanged extent of household work during 1988+ and the later increase are note-
worthy considering the increased availability ofrendnighly pre-processed foods, fast food,
effective cleaning agents and timesaving housebpfaiances. There are, therefore, indica-
tions that production simply increased—clothes \edsimore frequently, larger homes, more
dishes at meals and more time spent on child cdrerelby more than “counter-balancing”

the productivity gains, and that do-it-yourself haglaced paid work at home and also to
some extent outside the home, cf. Gershuny (19989)1

In Table 1 the trends for paid work and unpaid wbave been calculated as the 10-year
changes in time use over the entire period 19643-20@an be seen that the decrease in paid
working time corresponds to 9% min per day or tkelinore than an hour a week for each
decade. This trend is partly counterbalanced byrtbeease in household work of 8 min per
day, or just under 1 hour per week. This leavesréar a slight increase in leisure time cor-
responding to just under 4 min a day, or 30 minvpeek per decade. However, it is not cer-

elJTUR, 2012, Vol. 9, No. 1 112



Jens Bonke and Bent Jensen: Paid and unpaid wdbeimmmark — Towards gender equity

tain that leisure time has increased at all asfithees are not statistically significant (not
shown in table 1).

Table 1
Women and men’s paid work and unpaid work? on
an average weekday 1964-2009. 18-74-year-olds

1964 1975 1978 2001 2009  Trend 1964-

2009
Hours: min/av. weekday Min./day/10
years
Employed and non-employed Men
Paid work 5:54 4143  4:32 3:56  3:49 -25.67"
Household work 0:29  1:11  1:40® 2:30°  2:17 25.97
Employed and non-employed Woman
Paid work 1:46  2:12 2477 2:224° 228 8.03

Household work 4:24 339 312 347° 3:15°%  -10.70
Employed and non-employed Men and Woman

Paid work 350 329  3:39 3:07*  3.07 -9.48"

Household work 2:27 223 2:27 3:11°% 2477 8.15
Employment rate

Men 81,3 744 671 60.2 65.4 -4.07

Woman 277 470 578 49.2 53.3 4.53

Men and Woman 51.5 60.0 62.6 54.4 59.1 0.74

Hours: min/av. weekday Min./day/10
years
Employed Men

Paid work 6:42 6:02 5:48 5:34° 5:33" -14.34

Household work 25  1:01 1:31°®  2:20° 1:54™2 22.6¢
Employed Woman

Paid work 4:49 4119 424 4:17 4:06° -8.22

Household work 2:20 3:04 2:54 3:22"*  2:59 5.58

Employed Men and Woman

Paid work 6:11 523 5:10 4:57 4:48 -16.50°

Household work 56  1:48 2:09°®  2:50°@ @ 2:26™ 21.1¢

No. of observations 3057 3273 3438 715 777

“significant difference at 0.05 level in relation1®64.
abgignificant difference at 0.05 or. 0.1 level regpety in relation to previous year.

P significant difference at 0.01 or 0.05 level itat®n to 0: no change in the period.

! Paid employment includes work in main occupatiang sideline occupations
along with banked overtime, but not transport td &nm work.

?Household work includes shopping, housework, DI¥ ahild care.

Note: All data are weighted by age, gender andtalatatus.
Source: Danish Time Use Survey 1964 -2009, owruéations.

The trends for paid and unpaid work are affectecchignges in labour market attachment
rates as well as by the development in part-tin faii-time work. Since 1964 the labour
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market participation rates have decreased fromo=&9tin 2009 for men and women taken
together with a decrease for men from 81 to 65anhcrease from 28 to 53 for women (Ta-
ble 1). For the employed, the 10-year change id pairk over the entire period 1964—-2009,
the trend, corresponds to 16.5 min less per dajewhpaid work increased by 21.2 min per
day. This implies that the decrease in paid wotktbfor all 18—74-year-olds is caused by a
smaller number of men working still fewer hours,ilehhe increase in unpaid work for all
18-74-year-olds is caused by employed as well asenmployed men nowadays spending
significantly more time on this activity, i.e. tsame trend for employed and for all people
within the age-group.

4 Correction for demographic changes
1964 - 2009

As age and gender are demographic factors thattdftev people allocate their time, the data
in Figure 1 are adjusted to reveal changes in bebawver the period, see Aguiar and Hurst
(2007) and Sevilla and Gimenez-Nadal (2012), whayatfhe same weighing procedure. We
also calculated the impact of changes in civilustatthere are more singles nowadays—
although this is not to be considered a demografaicior, and the results were nearly of the
same size as when correcting only for changeseénaag gender distribution over time. That
corrections have not been made for changes inhhee 0f the population of non-Danish
origin, immigration, is because these citizens haasticipated relatively little in the surveys,
which for statistical reasons alone means thatreectoon would be problematic. The figure
shows how time use during 1975-2009 would haveddokthe age composition of the pop-
ulation and distribution by gender in each of thesey years had been the same as in 1964.

Comparison of the curves in Figure 1 shows tha ot until 1987 that the demographic

changes can be seen to bring about changes imteespent on paid employment and house-
hold. For paid employment, the daily average tipens working would thus have been 6 min

longer in 2001 and 14 min longer in 2009 if the wlagon had been demographically similar

to that in 1964. Conversely, the decrease in wgrkiours would therefore have been smaller,
corresponding to 45 min less time spent workingvpeek per decade during 1964—-2009 and
not more than 1 hour as, according to our calanatfor the actual composition of the popu-
lation, it decreased.

For household work, it is also in the most recestadles that the changed demographic com-
position of the population has made itself felt2B01 household work would thus have been
13 min shorter, and in 2009, 10 min shorter if deenographic composition had been as in
1964. Instead of an increase in household workigtf yinder 1 hour per week per decade, the
increase would have been only 38 min. Accordingiere is no doubt that demographic
changes have contributed to the fact that todayeBapend less time on paid employment
and more on household work than 45 years ago.
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5  The gender perspective in time use trends

If we return to actual developments and distinguistween women and men's time use, we
find that while men's working hours in the labouariet have decreased since 1964, women's
have risen (Table 1). Thus, the trend has beenntiest on average reduced their working
hours each decade by 26 min during 1964—-2009, awdew increased their working hours
by 8 min each decade, although not significantlfilé/we can see a more or less gradual fall
in men's working hours between 1964 and 2009 wheroak at the individual periods, for
women a gradual increase can be registered uril,1&ter which their working hours fall
until 2001 and then become stable in the presemtune This means that whereas men
worked almost 4% hours more than women in 1964roaverage weekday, the difference
was down to just under 1% hours in 2009. Lookingesively at employed men and women,
we find as already mentioned a decrease for men 664 to 5 %2 hours and from 4 3% to 4
hours for women (Table 1). Calculated as a trenet tive entire period 1964—-2009, we find
that the reduced gap between all 18—-74-year-old emoand men’s time spent on paid work
can be explained by a smaller difference in thedolr market participation rates and a signif-
icant reduction in participating men’s working hsur

For household work, the picture is the opposit¢hat seen for paid employment. Here it is
men who have increased their contribution, whilenga have reduced theirs, although not
proportionally. Men's daily household work has eased by what corresponds to 26 min a
day in each decade as opposed to a non-signifreduniction for women of only 11 min. In
1964 the difference between women and men's holdselook was just under 4 hours against
1 hour a day in 2009. For employed men and womefindethat unpaid work increased by 1
hour and 29 min per day for men and 39 minutesvMomen during 1964-2009. However,
only for men was the change significant when caled as a trend for the same period; fur-
thermore, the change was nearly the same sizeniptoged and non-employed men taken
together.

For both genders — employed and non-employed +ntitease in work in one area has been
more or less counterbalanced by less work in therarea, so that for both women and men
the number of waking leisure hours has remainedstimnchanged throughout the entire
observation period. This is in accordance with tieaind for other industrialized countries

from the 1970s until today, see Aquidar and HW26Q7, who looked at 21-65-year-old em-
ployed and non-employed men and women.

The trend described here towards greater equadityden women and men can partly be as-
cribed to women's better education and an increasedtation towards the labour market

and partly to a widely held wish for greater eqyalietween women and men, both inside
and outside the home.
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6 Towards gender convergence in Denmark

If we try, despite uncertainties, to make a sinliplear projection of the trends in 18-74-years
old women and men's time use, we have to go tgdhe 2033 before women and men spend
an equal amount of time in paid employment. Forskbold work, gender equality arrives as
early as 2023. For Norway a projection of the teebhdsed on official statistics (Vaage, 2012)
implies that women and men will also spend the sameunt of time in paid work in 2033,
while this happens already in 2021 for unpaid wdfkhe projections for Denmark were
based on other functional forms better fitting tueves than the linear ones, gender equality
would be reached at nearly the same times as Ilog tise present form. However, it is im-
portant to stress that these projections are rs#dan forecasting taking future demographic
changes or changes in marital status, number ddrehi etc. into consideration, which is
legitimized by the very short time horizon dealtiwhere.

To investigate the decreasing impact of genderiroe spent on household work, we also
performed a series of regression analyses for iffereht survey years under consideration.
Hence, if we include age, civil status, number refsphool and school children and number of
working hours in the labour market in an analydishe variation in the extent of household
work—an implicit demographic and socioeconomic wéitgg—we find that this helps to
explain an ever-smaller part of the variation iugehold work over the past 45 years (Table
2). From an explanation of the variation of 0.58ifpjn 1964 the explanation falls markedly
up to 1975 (0.37) and again up to 1987 (0.27)y aftech it becomes stable at this level.

The most important explanation for the ever-smaibat of the variation is that gender means
less than it has done for the differences in thewarhof household work. In 1964 the differ-
ence in women and men's household work was 240(4nhrours) a day falling to 134 min
(2% hours) in 1975 and to 72 min (1% hours) in 1982001 the difference was only 63 min
(1 hour) and in 2009, 46 min (% hour) a day.

There is thus no doubt that seen in isolation, gemslof ever-decreasing importance for how
much time women and men spend on household worikeTare, however, other factors that
continue to play a considerable role. For examipdeing a pre-school child, which seen in
isolation meant 1 hour's more household work ind18@ainst 1% hours in 2009. Schoolchil-
dren also occasioned more household work in 1984 ih 2009—Y2 hour against % hour—
while, conversely, entering into a pair relatiomstgosts” less today—%4 hour against %2 hour
daily. However, the impact of age has been incngasivhich indicates that differences be-
tween older and younger age groups in time spetipoisehold work are now greater than in
earlier periods.

As could be expected, there is substitution betwssd employment and household work.
The more one works in one place, the less one waorkse other. However, this was not the
case in 1964, when there was a positive relatidwedsn the two types of work, which may
be due to some having been very busy in both aneagler to support their families: i.e. the
positive relation was found only for men (+.173)jil it was negative for women (+.173 -
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.259 = -.086). Nevertheless, this does not alterféict that for women in general, paid em-
ployment has had a greater impact on their houdelofk than is the case for men. The so-
called interaction variable gender*working hoursswhus negative, but decreasing in value
up to 1987, after which it was no longer significafhis means that the number of working
hours is no longer of greater importance for th@am of household work, or vice-versa, for
women than for men, cf. Table 2.

Table 2
Unpaid/household work — min/average weekday — and
different socioeconomic factors. 18—74-year-olds 89-2009

Household work!

(ref. group) 1964 1975 1987 2001 2009
OLS-regression coefficients

Gender (man) 24074 1345”7 72497  63.377  46.397

Working hours 0.173 -0061 -0.1507 -0.219"  -0.181"

Gender* working hours -0.259 -009¢” -0.0439 -0.0576  -0.0433

Age 0.131 ®O0€” 0.458" 1.716°  1.451"
Youngest child <7 (no children) 6274 404¢€” 73.28"  79.25°  109.07
Youngest child 7-17 (no childrenp8.88"  4502™ 39.26" 34.07 48.60"

*

Couple (single) 48.06 4334”7 23.57" 18.26 35.06
Constant -1427 13267 4.346 94717  64.26"
Adj. R? 0.56 037 0.27 0.31 0.27
No. of observatior 3056 3271 3187 715 776

lexcl. dropping off and fetching children, visitsgablic and/or private institutions and gardening.

" significant at 0.05, 0.01 and 001 levels.
Source: Danish Time Use Survey 1964 -2009, owruéations.

7 Conclusion

In the literature there has been considerabledstesver the years in how the distribution
between work on the labour market and household Wwas developed and in how this distri-
bution has been divided between women and mereimthvidual industrialised countries. In
this connection several studies have shown that tre 1960s, 1970s and 1980s, populations
have had less leisure time despite reductionsemtygotiated annual working hours with a
shorter working week and more holiday weeks. Twaha explanations have pointed to
women's increasing participation in the labour reaidnd an unchanged time use on unpaid
household work.

This trend is also seen in Denmark, even though rieduced by standardisation for the de-
mographic distribution. The most robust result iscmtinued convergence in women and
men's time use, which is to be found in all indasged countries. As we have seen for paid
work, this has been brought about by more equall@mpent rates among men and women
and employed men’s reduced number of working hdtms.unpaid work, the convergence is
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mainly due to employed as well as non-employed marcreased contribution to that work.
If, despite uncertainties, we make a linear prapacof the trends in 18-74-years old women
and men's time use, we have to go to the year B8&8e Danish women and men spend an
equal amount of time in paid employment. For hookklvork, gender equality will arrive as
early as 2023.

We have also shown that the isolated effect ofdainvoman or being a man can explain an
ever-decreasing part of the variation in houselabdtk over the last 45 years. From a rela-
tively high explanation of the variation in 1964tbxplanation falls markedly up to 1975 and
again up to 1987, after which it becomes stabkhiatlevel. The most important reason why
we can explain only an ever-smaller part of theatam is that gender means less than it has
done for the differences in the amount of houselmaddk. In 1964 the difference in women
and men's household work was 4 hours a day anddf 2 was % hour a day.

As could be expected, every time women took on padk, they were relieved of some
household work. However, this was only the caseoup987, after there was no significant
difference in how women and men’s paid work affddtee time spent on household work.

Our conclusion is that over the years a convergéasebeen taking place between women
and men's time use, and that this development éas ery marked in Denmark, as a country
belonging to the Scandinavian welfare regime model.
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1 Introduction

There is no doubt that both genes and living camrht affect children’s development. Living
conditions is a sum of many aspects where the yamgresents an important factor, especially
in the younger ages. Furthermore, the society fsathe living conditions for families; by the
way the public infrastructure interacts with anghorts families (Haveman and Wolfe 1995;
Bowles et al. 2005).

Children are different in many ways and parentsehdifferent strategies for raising their kids.
In general, parental involvement is comprised oé¢helements; interaction, availability, and
responsibility (Lamb et al. 1987). A young childexs plenty of interaction and constant paren-
tal availability while an older child needs lessenaction and parental availability since peers
tend to become more important as children growQlgldren’s upbringing calls for a long-
range involvement of responsible parents. Parémizdaction and availability can be measured
as time spent with children while responsibilitygss amenable to measurement.

Parental involvement can be seen as one form esinvent in children’s human capital. While
an extensive literature documents the out-of-pooketstments that parents make (e.g., Lino,
2012), much less is known about their time-relategstments. The few studies that link pa-
rental time to children’s human capital developnfentis on parent-child time spent in specific
activities such as shared leisure (e.g., culturahts, sporting activities), educational activities
(e.g., helping with homework), and/or eating timidese studies document the positive rela-
tionship between the time parents share with abdn non-care activities and developmental
benefits within a single country (Buchel and Dund&98; Zick et al. 2001; Dubas and Gerris
2002; Crosnoe and Trinitapoli 2008). The literatswggests that when parents engage children
in such activities they undertake important humapital investment.

Other scholars have undertaken comparative timesuugbes with the goal of assessing how
different welfare regimes affect parents’ time upatticularly child care time (Sayer et al.

2004; Sayer and Gornick, 2011; Craig 2005). Sagdrteer colleagues find support for the hy-
pothesis that public family policies influence badtie level and relative contributions of moth-
ers and fathers to child care time. Craig alsodititht being a parent affects the workload dif-
ferently across different countries.

Others have also interpreted pure child care agasure of human capital investment (Bryant
and Zick 1996; Chalasani 2007; Guryan, Hurst, aednKy 2008). Time spent in child care
comprises still a relatively narrow aspect of huncapital investment in children. Hence, we
want to broaden the human capital investment noWéa argue that there are a range of activi-
ties — beyond child care — that play a prominefd no parental human capital investments in
children. These activities include time spent thgeteating, doing housework, engaging in
leisure activities, and TV-watching.
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In this paper, we focus on parental human camitadstment by utilizing shared time with chil-

dren. Furthermore, we choose Finland, Germany,te@dJSA to represent different types of
welfare state regimes building on the work of Egpimdersen (1999). We recognize that na-
tional welfare state regimes may be a functionibzens’ preferences for human capital in-
vestment. But, modeling such endogeneity is beybadcope of our investigation. Rather, we
view our comparisons across the three countridsetdescriptive only. Our more important
contribution in this paper is our use of propensitgre modeling that allows for endogeneity in
time use choices and human capital to examine aderaange of human capital enriching ac-
tivities within the family.

The paper is organized as follows. In section 2 pwevide arguments for parental time use as
human capital investment in their children and whgh investments may vary between coun-
tries. An overview of the method used and its figstiions is presented in section 3. In section
4, we describe the data sets, and in section Sayeut the results which are followed by a

summary in section 6.

2 Human capital investment — Shared time with
children

Human capital is a broad concept; and the formatioimuman capital is the sum of many dif-
ferent things. Each child inherits an initial humeapital endowment from her/his parents.
However, of crucial importance to a child's devehlgmt are the subsequent investments that
are made in her/his human capital. Parents playnaortant role in the formation; they invest
among other things time, money, and emotional gnergheir children. Time spent together
with children can be considered a comprehensivesuteaof parental input in human capital
investment in children. We focus on four activifieating, doing housework, leisure, and TV-
watching.

Time spent eating is thought to be enriching isitlone with family members in part because
of the nutritional and eating habits it can conaeg because it provides parents with an oppor-
tunity to engage their child(ren) in conversatiBamily members relate events of the day, plan
and coordinate future activities, discuss theiioagalishments and frustrations, etc. When fam-
ily members eat together, they typically also eah@e balanced and nutritious meal (Neu-
mark-Sztainer et al. 2003; Eizenberg et al. 2004ydras et al. 2005; Spear 2006).

Housework may be a form of human capital investnifethie child is well supervised. The par-
ent can teach the child specific tasks, the claltrls cooperative behavior, and it fosters re-

! See Klevmarken (1999) for a discussion of theabreariety of direct and indirect human capitaldsiments

in children.
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sponsibility. At the same time, the child also resagender-specific behaviors and gains an
awareness of the family's socioeconomic status@eeinow 1988 for an overview).

Leisureactivities can also be a form of human capital streent. Play can promote positive
development, including cognitive, linguistic, sdcand emotional development. Structured
activities like sports, arts, music, hobbies, anglaaizations offer high challenge, concentra-
tion, and motivation (Larson 2001).

TV or video watching is not typically associatedwpositive developmental experiences for
children. Unsupervised and for long hours, it isoasated with among other things obesity,
lower school grades and aggressive behavior (La28@&1). But, if a parent watches TV to-
gether with a young child it may be a more positcéavity.

Not only parents, but also the public sector astshaestor. Becker and Tomes (1986) argue
that if parental and public investments are perfdistitutes, parental investments will be
crowded out as public investments expand. If patesrtd public investments are not perfect
substitutes, public investments might still affpetrental behaviors. Regardless, the idea that
parental and public investments are important mputheir children’s human capital is beyond
dispute. The most directly observable form of pubivestment in children is education. How-
ever, the public sector also invests consideragdeurces in children through the choices that
the politicians make about subsidies for healtle canrk-related child care, and other forms of
family policies.

We assume that all parents want to insure that gindidren acquire some optimal level of hu-
man capital. Yet, countries with different welfasgimes are different in the way family life,
the labor market, and the public sectors are orgahiThese differences may alter the decisions
that parents make about the time they spend wihr thildren in potentially human capital
enhancing activities. Alternatively, cultures witrong preferences for human capital invest-
ment may develop governmental supports for suchstmrent. While we recognize the possi-
bility of such endogeneity, such modeling is beyomel scope of our data. Thus, we elect to
draw attention to cross-country differences desefy in the hopes of motivating future re-
search that would formally model how governmeniqgoesd interact with parental investments
in children’s human capital.

To gain insights from the descriptive comparisahss important to provide information re-
garding the countries’ political context. Sociahdratic governments generally provide the
greatest resource supports to families and childatlowed by conservative governments, and
lastly by liberal governments (Esping-Andersen )9%9welfare states are viewed as a prede-
termined characteristic of the family environmematt potentially substitutes for parental hu-
man capital investments (i.e., if there is no emshaity), then we would expect that parents in
social democratic countries would spend the leas tnvesting in their children, followed by
parents in conservative countries, with parentsbieral countries spending the most time in-
vesting in their children. If the structure of waak¢ states is influenced by parental preferences
for children’s human capital investment, then weuldoexpect to observe parental investments
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to be the highest in countries with social demacrgbvernments, followed by countries with
conservative governments and lastly by countrigb ieral governments.

With data from only three countries and the compietfare regime background we cannot

rigorously test any hypotheses regarding the initeeof welfare regimes. Nevertheless, recog-
nition of the potential roles that welfare reginmay guides our work by suggesting that esti-
mation should be done separately for each coumtcalise of the possibility that differences in
government support interact with other independantbles to affect parent-child time. It also

provides us with a lens to interpret any crossematii differences that we observe. Thus, our
estimation will be country specific and our diséasswill compare and contrast the country-

specific results and suggest how future researdhtmigorously test the welfare regime hy-

pothesis.

Parental investments in their children likely véayyage. At very young ages, parents typically
spend considerable time caring for children. Addrbn grow up, the need for parental supervi-
sion and interaction wanes. Given the importanc@aséntal involvement at early ages, we
choose to focus on parental time spent with childneder the age of 10.

3 Modeling human capital investment — A treat-
ment effects approach

Ideally, our analyses would make use of longitudoleta where parental time spent with a
child during the early years is linked to humanitdpelated child outcomes at a later point in
time (e.g. linking parental time spent with a childring the early years to a child’s ultimate
educational attainment using a panel econometpcoagh), or alternatively make use of a nat-
ural experiment. Unfortunately, there are no suata dets currently availalé@.hus, we must
fall back on the use of cross-sectional time daata. The use of cross-sectional data to inves-
tigate questions of time use and human capitalsimvent raises issues about the possibility of
endogeneity of parental choices about how theydpiagir time and whether or not their time
should be shared with a child.

Concern about the potential dependence betweendliowation and the decision to share cer-
tain types of time with children would disappeareligible respondents were randomly as-
signed to have a child present during specificvéds. But, they are not. Rather, respondents
self-select as to how much time they spend in cedetivities and that self-selection may be
related to whether or not a child is present. Qog@ach to this self-selection issue would be to

2 While some longitudinal data sets (e.g., the Panely of Income Dynamics) contain time diary infation

on parent-child time along with child outcome dake window of observation for parent-child timetypi-
cally short. This, in turn, limits the researchetslity to draw conclusions regarding causalitynfrthe empi-
rical modelling.

By restricting our analyses to those couples Waee one or more children under age 10 in the havee,
control for the possible endogeneity of fertility.
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estimate a simultaneous system. This strategyngeld by the functional form that is chosen
and by the reality that such methods may hide gloe that many in the “treated” sample have
no counterfactual in the non-treated sample there is a lack of common support) (Black and
Smith 2004; Gibson-Davis and Foster 2006).

Rosenbaum and Rubin (1983; 1984) propose the ute gfropensity score method which ap-
proaches the simultaneity problem by balancingeattnent group (i.e., parents participating in
an activity with one or more children under agept8sent during the activity; the treatment
thus is the presence of those children) with arcbmgroup (i.e., parents participating in the
same activity with no children under age 10 prgseith regard to their covariates. Essentially,
the propensity score adjusts for the bias that beagaused by certain types of parents self-
selecting into doing certain activities when cleldrare present by creating matches between
members of the treatment and control groups rdttzer through the random assignment that is
used in true experiments (Angrist and Pischke 2009)

The propensity score approach relies on first egting a logit type equation where the depend-
ent variable is the presence or absence of a ahd@ér age 10 during an activity sp8lF (1,0).

The independent variables in the logit modelinclude factors that might affect whether or not
the child is present as well as factors that majfeéct how much time is spent in the activity.
The specification of the functional form and thdependent variables can vary as the goal is
simply to maximize the predictive capabilities bétmodel. However, we include content driv-
en explanatory variables which in addition shouldimize possible unobserved heterogeneity.
From the logit estimates, the predicted probabsitof having a child present while participat-
ing in an activity are generated for all respondeiithese predicted probabilities become the
features on which treated parent-child spells aatched to control spells of parental time.

Next, a common support region is important and dhbse observations that fall within this
region are further analyzed. The common suppoibre defined by the area of overlap in
propensity scores for the treated and untreatedpgrd/Vithin the common support area, mem-
bers of the treatment group can be matched to mmndfethe control group. A number of
matching methods are used in the literature ansetimeethods reflect the tradeoffs one must
make between bias and variance when matching wiidll sample sizes (Gibson-Davis and
Foster 2006; Caliendo and Kopeinig 2008). Howewdren sample sizes are large, the various
matching approaches should produce similar redDitse the matching is complete, t-tests are
conducted to ascertain if statistically significaifferences exist between the treatment and the
control groups with respect to spell lenth.

We also used a second method to compare thematod the treated and control groups, namely aafine
regression specification with all of the observagion the common support area (Gibson-Davis andeFos
2006).The dependent variable is the duration of the gpfethe activity ). Independent variables in the re-
gression are the respondent’s propensity scord()r) and a dummy variable indicating whether or aot
child under the age of 10 was present during thigigc (D)

Yi = Bo + Biprob(X;) + B,D; +¢
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In our application, if the length of the spell afch activity is dependent on the presence (ab-
sence) of a child after adjusting for the propgnsittore, this becomes a weak test of human
capital investment. That is, such a result woulccbesistent with the hypothesis that parents
will spend more time in an activity when a childpiesent because they are using some of that
time to invest in the child’s human capital (eiglking with the child while eating dinner,
teaching a child how to cook while making dinndr)s a weak test because differences in spell
length could also reflect differences in the curr@msumption value of engaging in an activity
with or without a child. For example, meals maygly be more enjoyable for a parent when
they are eaten with a child present and this |&#aelparent to devote more time to eating.

In using the propensity score approach, we arenafiig the population average treatment ef-
fect on the treated (ATT). This is the causal dffe#fctreatment only on that group and not the
overall treatment effect. As mentioned, treatmeanfrol) in this case is the presence (absence)
of a child under age 10 during an activity spdD,<(1,0), where 1=child present and 0=child
not present). The outcome is the length of thel épehinutesY = (Y', Y°). The causal effect of
treatment is defined a& 517 =Y* -Y?. The mean ofA ,1; is defined according to:

1) B prr = E(Bprr D =1)= E(Yl_YO |D :1): E(Y1|D =1)_ E(YO |D =1)'

However, as equation (1) is formulated, it canreoebtimated because we do not have both the
treated and non-treated spell length for one pesahe same time on the individual level.
Hence the last term can be analyzed only basedenages.

To make the estimation tractable, and to meetdlisal effects of a treatment by the propensity
score method, three conditions must hold. Firsteome control for observable covariat¥s,
the potential outcome is independent of the treatreelection. This is known as the condition-
al independence assumption (CIA). This assumptiows the means db a7t to be estimated
by using the observable untreaté@Y® | D=0, X = x) instead of the not observable untreated
E(Y°| D=1,X = x) in equation (1). The conditional independenceumggion (CIA) can be
formalized according to:

(2) Y°OD|X.

In our case, this means that the presence of d shibuld be random after we control f8r

We meet the CIA assumption by doing two thingssti-iwe include inX both parental and
child characteristics that have been found to ma@ated with time spent with children
(Buchel and Duncan 1998; Zick et al. 2001; Dubas @erris 2002; Sayer et al. 2004; Craig
2005; Crosnoe and Trinitapoli 2008). We follow 8pecification of past research as closely as
possible across all three analyses given the liontshe information available in each of the

If the coefficient associated with the dummy valéal,) is statistically significant, then this is an ication
that there are treatment effect differences. Thesslts are close to the matching results, anagvte space
not shown here. However, the results are availajpda request.

elJTUR, 2012, Vol. 9, No 1 126



Eva Osterbacka, Joachim Merz and Cathleen D. Zitknan capital investments in children — A compamati
analysis of the role of parent-child shared times@tected countries

three time diary data sets we utilze&Second, we focus on parental time-use activitias are
done whether or not a child is present (i.e., gatimousework, leisure, watching television). It
is arguable that often a child may be off playinighwriends, at day care, at school or engaged
in other activities away from the parent. This akofor the possibility that the child’s presence
during a specific activity may be somewhat randdmthe extent that spells with children may
be a function of structural factors, we include agiour covariates measures of structural as-
pects of the spell characteristics including tinfieday, day of week, and season of the year.
We assess whether or not these actions help usthee€@iA requirement by conducting t-tests
to assess if the distributions of tkés are the same between the treated and untreatepsy
(Caliendo and Kopeinig 2008).

The second condition that must be met is the comsapport assumption. That is, the estimat-
ed probabilities of participation for the treatmgnbup must overlap with the estimated proba-
bilities of participation for the control group attie probabilities have to be positive, irrespec-
tive of the value ofX (Imbens 2004; Smith and Todd 2005; Caliendo andeiag 2008). To
meet this condition, we drop treatment observatiwwhese propensity score is higher than the
maximum or less than the minimum of the controlsc®©the common support region criterion
has been satisfied, we use nearest neighbor mgtetith replacement to pair spells in the
treated group (i.e., child present for the spediBetivity) with spells in the non-treated group
(i.e., child not present for the specified actiyit@Qur sample sizes are relatively large and thus
nearest neighbor matching with replacement showddyce unbiased results that are quite sim-
ilar to other matching methods although the vagamay be increased (Caliendo and Kopeinig
2008)° As such, this matching technique provides a caasiee test.

The final condition that must be met in order ttmeate the ATT is the stable unit treatment
value assumption (SUTVA). SUTVA requires that thecome of a unit depends on the own
participation only and not on the treatment of thieer units. Satisfying SUTVA would be a
problem if we pooled mothers and fathers from e family in our analyses. To avoid vio-
lating this assumption, we estimate propensity exaeparately for mothers and fathers. This
approach also insures perfect matching on gendselfidan, Ichimura, Smith, and Todd 1998).

4 Data sets

We construct compatible time diary data sets fatdfid, Germany, and the United States given
the limitations that are inherent in each datasse#sign. Specifically, we restrict our samples
to respondents with complete time diaries, whobateveen the ages of 20 to 60, who are mar-
ried or cohabiting, and who have one or more megtoldren under the age 10 present in the
home. We choose these three countries becausedpmsent three different types of family

5
6

Some descriptive measures for the covariateaded inx for the three countries are shown in Appendix.
Matching is done using the STATA psmatch2 procedleuven and Sianesi, 2003).
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policies that vary by welfare regimes. Again, Firda family policies are consistent with the
social democratic welfare approach, while Germampgkcies reflect the conservative welfare
approach and policies in the United States refiditieral welfare approach.

The Finnish Time Use SurvefF TUS) was conducted in 1999-2000 by Statisticdalfid. The
FTUS design follows EUROSTAT'’s Guidelines on Harnsed European Time Use Surveys
(HETUS). The survey is a representative sampleraoy@ersons aged 10 and above. The data
included 5,300 individuals from 2,600 householdstiBipants were asked a series of questions
regarding their personal characteristics and onusélmold member was asked about the house-
hold characteristics. Some information regardirertincome was added to the survey from tax
registers. All respondents were asked to fill tm@e use diary based on 10-minute intervals for
two days, one weekday and one weekend. For eachirliite spell, respondents filled in their
primary activity and what else they were doingha&t $ame time. They were also asked to fill in
with whom they spent their time, the location anolde of transportation. For this data set, the
information on with whom respondents spent thenetwas not available for those respondents
interviewed in January and February. Hence, obsensafrom those two months are missing
(Niemi and Paakkoénen 2001). Our present sampleistonsf 329 fathers and 363 mothers, ob-
served for two days.

The German Time Use Survé@TUS) of 2001/02 provided by the German FederatiSical
Office consists of about 5,400 households and agpmately 37,700 diary days. The GTUS
design also follows EUROSTAT’s Guidelines on Harmsed European Time Use Surveys
(HETUS). All household members aged 10 years addralere asked to fill out diaries based
on 10-minute intervals on three days — two dayshduhe week from Monday to Friday, one
day on the weekend. Data were collected on priraadysecondary activities, persons involved
or present (children below 10 years old, partnémeiohousehold member, known other per-
sons) for each single activity. Household and iithlial data (i.e., socio-demographic/economic
variables and other background variables) wereecttl in additional questionnaires. A com-
prehensiveGTUS-Compasabout the broad range of GTUS 2001/02 informaéind its usage
is provided by the German Federal Statistical @ffighling, Holz and Kahle 2001; Statistisch-
es Bundesamt 2006). There are 890 fathers and &®@ens, observed for three days, in the
sample used for the current analysis.

The third time diary data set is the 208®@erican Time Use SurvéxTUS). The 2003 ATUS

is the first annual American time-diary survey cocigd by the U.S. Bureau of Labor Statistics
and thus the closest ATUS survey to the Finnish@eadnan data. Each year a sample is drawn
from those households that have completed the iimeiview for the Current Population Sur-
vey. The ATUS respondent is randomly selected famnong each household’s members who
are age 15 or older. Respondents are asked a ségeestions that focus on household com-
position, employment status, etc. They are alsedsk complete one 24-hour time diary using
retrospective recording methods. Half of the resleots complete a diary for a weekday and
half of the respondents complete a diary for a wadkday. For each activity the respondent
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reports doing over the 24 hours, s/he is also askexlelse was present when doing the activi-
ty. For the current analyses our sample consisi&s4d6 mothers and 2,136 fathers, who had
no missing data on the “who with” question.

Both the FTUS and GTUS are part of the Harmonizebgean Time Use Survey, where ac-
tivities are comparable by design. We use the ABUISey coding lexicons to create compara-
ble activity categories with the FTUS and GTUS haligh the FTUS and GTUS data sets con-
tain information on both parents’ time use, we hde¢a on only one parent in the ATUS.

Thus, we elect to analyze mothers and fathers atgharso as to be consistent. However, we
recognize we lose information on the Finnish andn@® parents by doing this. It should also
be noted that although the three surveys were adedun different years, their close proximity

in time makes the possibility of observing perigegsfic differences small.

In all the time use surveys, one diary day congiktaformation on activities during a 24 hour

period. We do not use all information on the perfed activities; the activities of interest in

our analyses are spells of eating, housework (wbleitd care is not included), leisure (where
television and video viewing is not included), aetevision and video viewing. These activi-

ties may be considered child care in the broadastes (Klevmarken 1999) but they are not
seen as traditional child care when coding thermgaréime. Thus, for each type of activity we

examine whether or not a child was present durisgedl and how long the spell lasted.

Individuals in the surveys can have multiple spefiach activity during the 24-hour diary
period and in two of the three surveys, each indial has more than one 24-hour diary. Thus,
all analyses correct for the correlation of eremmts caused by having multiple spells from the
same individual included in the analyses. In additiall descriptive information is weighted
using the weights provided in each data set. Thiévatate analyses are not weighted as these
analyses control for those factors used to conssthe sampling weights (DuMouchel and
Duncan 1983).

5 Results — Human capital investments in children

We focus on primary time in eating, housework lesand TV time because we believe they
are the most common non-care related activitieisafier the potential for parents to engage in
child-related human capital investment. As mentibride skills may be taught by a parent

while doing housework with a child or engaging otie leisure (e.g., playing a sport) with a

child. Likewise, parents may talk to a child abbig/her day or about current events, etc. over
a meal, or even while engaging in leisure actigit@&dmittedly, it is less likely that human cap-

ital investment occurs when a parent watches &lmvior a video with a child. But, even tele-

vision/video viewing may provide a parent with softemchable moments”.

In Table 1, mean daily times spent in the seleeted/ities are presented for the samples in
order to give some background to our analyses.
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On average, German parents spend the most timatimgewhile the parents in the United
States spend the least time in eating. Motherglglsaend more time in housework than fa-
thers in all three countries, and German parergstla® most diligent in devoting time to
housework. Parents in the United States spencedst time in housework, and Finnish parents
are in between. Parents in the United States sfgmsdthan two hours per day on average in
leisure activities, while parents in Finland andi@any spend around two and a half hours per
day. At the same time, parents in the United Stgeéeerally spend somewhat more time watch-
ing TV than their counterparts in Finland and Gampnalhough the overall picture across the
three countries is heterogeneous, differences reglard to the amount of activity time can be
recorded.

Table 1
Weighted mean daily duration (in minutes) in sele@d activities
in Finland, Germany and the United States

Finland Germany United States
Activity Fathers Mothers Fathers Mothers FathersMothers
Eating 78 78 96 106 58 59
Eating with children < 10 36 50 61 78 39 46
Housework 114 218 161 283 93 179
Housework with children < 10 40 112 36 96 28 76
Leisure 152 145 165 166 99 95
Leisure with children < 10 55 71 54 68 48 54
TV 110 92 104 82 123 104
TV with children < 10 38 45 15 15 54 55
N diary days 623 695 2666 2668 2256 2583
N observations 329 363 890 890 2256 2583

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 2003) oalculation.

When it comes to shared time, German parents gksindsthe most time eating with children
under 10 years old on average, while they shaagively smaller amounts of TV viewing time.
Parents in the United States, share more TV wajcand generally share less eating and less
housework time than their counterparts in Finland &erman. Finnish parents on the other

" All mentioned differences are statistically sfigzint, except that the fathers in the United Stawatch more

TV than the fathers in Finland but the differenseot statistically significant. The t-tests araitable upon
request.
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hand, share housework for longer periods with caridinder 10 years old on average than oth-
er parents but their shared time spent eating etitldren is shortet.

Times spent in the four selected activities arespaint consecutively; rather they are spent in
several spells over the course of the day. Taldbadvs the mean times for spells in the four
different activities by whether or not a child lésan age 10 was present.

Table 2 also provides an opportunity to compare eomtrast the estimates across the three
countries. Focus on the rows that report spellsitsph one or more children under age 10.
These rows reveal that shared parent-child spailedting, housework, leisure, and TV view-
ing are all longest for mothers and fathers inUWnged States, and the differences are statisti-
cally significant. German parents’ average spelgta for eating and leisure time is in the mid-
dle and Finnish parents’ average spell lengthstereshortest. Spell length for housework and
TV watching are not statistically different betweeimnish and German pareftslowever, if
parental time spent in these four activities ineshsome human capital investment on the part
of their children, then these differences hint thavernment policies may be associated with
cross-national differences in parental human chipv@stment.

Comparing the spells with children present to tpells without children present reported in
Table 2, we observe that spell length for the factivities in question is generally shorter for
Finnish mothers and fathers when one or more @nldmder age 10 is present compared to
when no children are present, the only non sigaifiadifference is eating time. In contrast, in
Germany, the eating and leisure spells for motheaxs fathers are longer when children are
present relative to when they are not present,thadpposite holds for housework and TV
watching. Finally, in the United States, the spalis relatively longer when one or more chil-
dren under age 10 are present, with the excepfibowsework for fathers where the difference
is not significantly different? This pattern across countries is again consistéht the argu-
ment that government supports may substitute foresparental human capital investments in
social democrat countries like Finland.

To more confidently assess whether or not shareenpahild time in non-care activities in-
volves human capital investment, we must move beéyba bivariate comparisons in Table 2
for two reasons. First, the observed bivariatetiaiahips could be spurious if family socio-
demographic characteristics also play a role irepachild shared time. Second, parents may
self-select into shared versus non-shared timespsks. To address these two potential short-
comings, we contrast the above findings with treilts obtained using a treatment effects ap-
proach by propensity score methods where similagrnia are matched and their time use is
compared.

All mentioned differences are statistically sfggant, except the difference between fathers’ bawsk time
in Finland and Germany are not statistically siigaifit. Furthermore, fathers in Finland and the éthibtates
spend equally long amount of time eating with tlogitdren. The t-tests are available upon request.

The t-tests are available upon request.

% The t-tests are available upon request.
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Table 2
Weighted mean times for spells spent in various awities by
presence/absence of one or more children under a@@

Finland Germany United States
Fathers Mothers Fathers Mothers Fathers Mothers
Mean N N Mean N N Mean N N Mean N N Mean N N Mean N N
Spells Resp? Spells  Resp? Spells  Resp. Spells  Resp? Spells Resp? Spells  Resp?
All Spells
Eating 2285 2173 326 21.13 2574 363 31.32 8203 8%®D.53 9333 890 32.98 3787 2000 33.41 4557 2355
Housework 31.63 2364 310 29.58 5105 363 31.15 1372888 31.94 23791 890 49.50 3898 1521 38.00 1095074 23
Leisure 4526 2200 320 37.00 2819 361 5095 8665 7 8814.81 10010 888 69.11 3071 1519 61.65 4010 1833
TV 53.32 1393 302 43.44 1474 334 7393 3748 823 044. 3335 807 98.88 2914 1702 77.86 3365 1885
Spells with Children < 10
Eating 23.70 1037 280 21.33 1677 340 33.77 4838 8781.71 6611 882 35.89 2497 1613 34.39 3581 2100
Housework 28.69 923 233 28.02 2777 341 29.06 321137 729.12 8322 867 50.31 1237 752 40.09 4493 1780
Leisure 42.10 911 253 34.55 1501 323 56.16 2595 7607.64 3603 816 84.93 1418 905 73.05 2099 1259
TV 44.12 602 217 39.22 793 272  42.98 910 467 4254903 450 104.24 1303 955 82.26 1728 1176
Spells without Children < 10
Eating 22.15 1136 304 20.77 897 297 27.86 3365 83v7.71 2722 767 28.68 1290 963 30.41 976 771
Housework 33.49 1441 290 31.44 2328 338 31.82 1051886 33.62 15469 890 49.17 2661 1264 36.55 6457 5198
Leisure 47.30 1289 298 39.74 1318 316 49.14 6070 9 8M3.02 6407 872 58.18 1653 1006 50.62 1911 1167
TV 59.84 791 274  48.43 681 273 8391 2838 807 72.29432 783 94.88 1611 1164 73.21 1637 1215
? Respondents

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 2003) oalculation.
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In Table 3, the results for a nearest neighbor hiagcpropensity scores are presertediith
regard to the matching quality, the common supasstimption is met as there is a broad over-
lapping score region for all activities in each owy.” There are generally more treated relative
to the untreated respondents when the probabilityn@ shared with a child is higher which is
in some favor of our maintained hypothesis. We #&sb the resemblance of the covariates in
the treated and control groups in all activitiefteAmatching, the respective means of the co-
variates for each country are very close which ecglly supports the CIA. The significant
bias reduction of the matched covariates and thd wall hypotheses of no differences of the
matched covariate means of the treated and theot@rbup supports the argument of a suc-
cessful matching procedure with important and egm®txplanatory variables by the selection on
observables in the logit estimates behid.

Turning to the propensity score results presemntebable 3, focus first omating time. As our
results in Table 3 suggest, fathers in all thregntees spend significantly more time in eating
spells if a child less than 10 years old is preséneé largest increases in shared eating time are
for fathers in the U.S. followed by German fathansl then by fathers in Finland. The results
for mothers are more mixed with only German motlsgending significantly more time. The
rank ordering for the fathers are consistent whiga notion that government policies may also
play a role.

Consideringhousework, Table 3 reveals that Finnish and German mothedsfathers, along
with American fathers, all spend less time in heum# if one or more children under age 10
are present (although the estimates for Finnishtherst German fathers, and American fathers
do not reach conventional levels of statisticalngigance). Only American mothers spend
more time in housework spells when a young chilgressent, suggesting that they may view
such time to be human capital enriching.

It is important to note that we cannot tell frone$k data whether or not the children are help-
ing with the chores. We only know that they arespré. Thus, a number of stories are con-
sistent with our findings. It may be that childnenFinland and Germany are more helpful in
doing the chores (allowing their parents to finisbre quickly), while the presence of children
in the United States dampen their mothers’ housleyooductivity. Alternatively, it may be
that mothers in the United States are simultangdaskching their children how to do the tasks
which may decrease their productivity in the shmort but enhance their children’s human capi-
tal in the long run. In any case, the margindledénces in spell length are small. More confi-
dent conclusions regarding these cross-countrerdifices can only be ascertained with data

1 The means for the covariates are presented idpipendix Tables 5-6. Marginal effects for the ki re-

gressions are available upon request.

The common support graphs are available uporestqu

The results of the t-tests for the differenceshim covariates before and after matching are ptedan the
Appendix Tables 5-6 showing that there are no dfiees of the matched logit covariate means ofrédated
and the control group.

12
13
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(either qualitative or quantitative) that examimnes only the time inputs but also the household
production outputs.

The coefficients foleisure time are negative for Finnish parents, howevey atatistically
significant for mothers (-7 minutes). On the othand, both German and American mothers
and fathers spend significantly more time in letsactivities if one or more children under age
10 are present. The sizes of the estimated tinfierelifces are larger for the American parents.
Again, the differences we observe across the tboeatries suggest that government policies
may play a role in the decisions parents make abbidren’s human capital investment as
reflected by shared parent-child time.

Table 3
Average treatment effect on the treated (ATT) — Diierence in time use (in minutes)
by presence/absence of a child under age 10 using
nearest neighbor matching (standard error in parenheses)

Finland Germany United States
Difference N Difference  N° Difference N
Fathers Eating 2.70 2158 4.17 8202 5.18 3781
(1.07) (0.91) % (1.65)+
Housework -8.85 2362 -1.82 13721 -4.93 3896
(-3.45)w* (1.22) (4.05)
Leisure -1.56 2198 5.34 8662 20.56 3071
(no TV) (3.84) (2.38) (4.09) ***
Television -10.54 1389 -38.82 3694 11.29 2903
(3.15)+* (3.34) *** (5.05)
Mothers Eating 0.82 2558 2.10 9332 0.40 4534
(1.14) (0.94) (1.82)
Housework -0.69 5105 -3.37 23791 2.54 10949
(1.86) (0.99)+* (1.45)*
Leisure -6.79 2817 7.30 10008 18.18 4006
(no TV) (2.82)% (1.73) =+ (3.63)*
Television -7.40 1473  -25.41 3317 4.62 3362
(2.58)%+* (2.64) ** (4.62)

**p<.01 **p<.05 *p<.10
®Standard errors are obtained using bootstrappirtgads, where the estimates are replicated
100 times and correct for the clustering of mudtipbservations from the same individual.

®The reported sample size for each analysis is bas¢de number of person-spells within the

common support region. The actual degrees of fieedaeach analysis are much smaller as the
t-tests correct for the clustering of multiple otvsgions from the same individual.

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 200%aighted, own calculation.

The results fofTV-watching, show that both Finnish and German parents sp@ndisantly
less time watching TV if a child less than 10 yealdsis present, and the magnitude of these
differences is fairly large (Finns 7-11 minutes d&ermans 25-39 minutes less time). In con-
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trast, parents in the United States watch 5-11 tagimore TV if a child is present (although
the estimate for mothers not significant). The miegaestimates associated with shared televi-
sion viewing time in Finland and Germany are cdesiswith the general view that televi-
sion/video viewing does not promote positive depgiental outcomes. In the case of the
American parents, the positive difference mighiriterpreted as a human capital investment if
the program they watch with their children is edigal or generates parent-child discussion.
But, more likely, the change in signs simply reffeAmerican adults’ greater relative prefer-
ence for television viewing over other leisure dtegs.

6 Summary and conclusions

In this study we assess if non-care related padeiid-time has an element of human capital
investment associated with it by utilizing datanfrohree different countries. We analyse non-
care related human capital investment time by fiogcusn the time parents share with their
children in four potentially enriching time use egories: eating, housework, leisure (excluding
TV), and television/video viewing. In the multivareé analyses we control for other possible
confounding socio-demographic factors and we adgrgpbossible endogeneity using propensi-
ty score treatment effect techniques. We comparantipacts on time spent in selected activi-
ties for treatment (child present) and non-treatngeoups (child not present) by nearest neigh-
bor matching. In both the descriptive and the matiate analyses, we find evidence of human
capital investment as it relates to parent-chilareti time.

Our results provide mixed support for the hypothélsat non-care related parent-child time is
human capital enriching. The strongest supporusd in the case of leisure time (both parents
in Germany and the U.S.) and eating time (fathettg m all three countries). For these two
categories we see that the presence of childrgmpiisally associated with longer spells and this
result is consistent with the human capital investirhypothesis. Our results for housework
and television/video viewing time provide no suggor the human capital enrichment argu-
ment. In the case of television/video viewing tirttee result is not surprising. The absence of
support for shared housework as human capital l@ngcmay reflect the more general trend
away from investing in domestic skills. In receptys, advances in household technology and
the growing availability of paid housekeepers ha@easingly substituted for family mem-
bers’ housework time in many countries thus redyitie need for individual family members
to possess high levels of household productiorieglauman capital. Furthermore, the children
in this study are under 10 years old, and theimgoages may sometimes lead them to be ex-
cluded from housework responsibilities.

Do parents and governments serve as substitutbsr@gpect to children’s human capital in-
vestment? The current analyses cannot providdiaitde answer. We find some differences,
but also similarities across the three countri@sil&ities across countries indicate that family
core functions are common irrespective of diffeneatfare regimes. But, future research needs
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to disentangle the direction of causality with espto welfare regime effects. Finally, we in-
terpret the positive differences in shared eatingd laisure activities to be an indication of pa-
rental investment in children’s human capital. Arestinterpretation of these findings would be
that parents simply place a higher value on theswmption aspects of shared time spent eating
and engaging in leisure. Clearly, a more definitest of parental investment in children’s hu-
man capital would involve linking such time to syiecchild outcome measures. As with as-
sessing the impact of various family policies, moeéinitive tests await new data sets that con-
tain detailed information on parental inputs, staigputs,andchild outcomes.
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Appendix

Table 4

Means for covariates

Finland Germany United States
Variables Fathers Mothers  Fathers  Mothers  FatherMothers
Age 36.76 34.6 39.14 36.43 38.07 35.94
Proportion female children in the home n.a. n.a. a. n. n.a. 0.49 0.5
Number of children <age 5 (US) <6 (FI)  1.09 1.08 n.a. n.a. 0.91 0.89
Number of children age 6-17 (US) 7-17 (FI) 0.98 31.0 n.a. n.a. 1.23 1.24
Number of children in household age 2.11 2.11
0-17
Employed (1=yes) 0.9 0.64 0.94 0.64 0.91 0.60
Weekend diary (1=yes) 0.5 0.5 0.35 0.35 0.53 0.49
Fall diary (1=yes) 0.31 0.32 0.25 0.25 0.24 0.24
Spring diary (1=yes) 0.33 0.32 0.29 0.29 0.25 0.25
Winter diary (1=yes) 0.07 0.08 0.23 0.23 0.25 0.25
Years of schooling 14.56 14.45
Elementary schooling (9 years) (1=yes) --- 0.25 0.13 ---
Intermediate schooling 0.46 0.46 0.3 0.44 ---
(10 years (DE) 12 (FI)) (1=yes)
Supper schooling (13 years) (1=yes) 0.44 420.
University diploma (DE) 0.34 0.39 0.19 0.11
University degree (FI) (1=yes)
Hispanic (1=yes) --- 0.13 0.14
Asian (1=yes) --- --- 0.04 0.03
Black (1=yes) 0.06 0.04
Other race/Ethnicity (1=yes) 0.01 0[0}
German (1=yes) 0.98 0.98
East Germany (1=yes) 0.12 0.12
Cohabiting (1=yes) --- --- 0.05 0.05
Married (1=yes) 0.78 0.78 0.95 0.95 ---
Spell occurred 12am-6am (1=yes) 0.03 0.02 0.04 0.01 0.04 0.02
Spell occurred 6am-12pm (1=yes) 0.25 0.27 0.28 0.31 0.28 0.29
Spell occurred 12pm-6pm (1=yes) 0.37 0.38 0.32 0.37 0.37 0.4
Number of respondents 329 363 890 890 2256 2583
Total number of spells 10070 14045 42869 56396 2280 34998

NOTE: Omitted category for schooling in Finlanddsmpulsory Schooling, in Germany No Schooling. Geit
category for race/ethnicity is White/Non-Hispanicthe United States. Omitted category for speiktis 6pm-
12am, and omitted category for season is diaryimapring in all countries.

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 2008wmsiaghted data, own calculation.
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Table 5

Matching results: P-values of T-tests for the diffeences in the covariates after matching;

mothers in Finland, Germany, USA

Independent variables Eating Housework Leisure Teldsion

Finland Germany USA  Finland Germany USA Finland Germany USA Finland Germany USA
Age 0.499 0.663 0.979 0.945 0.789 0.330 0.581 0.50®.838 0.315 0.653 0.774
Age squared 0.405 0.795 - 0.892 0.809 - 0.505 0.467 - 0.350 0.608 -
Number of children age 0-17 - 0.937 - - 0.540 - - .90a - - 0.269 -
Proportion female children in the - - 0.392 - - 0.369 - - 0.056 - - 0.902
home
Number of children age 0-6 0.149 - - 0.958 - - 8.66 - - 0.097 - -
Number of children age 7-17 0.476 - - 0.708 - - 98.7 - - 0.043 - -
Number of children < age 6 - - 0.033 - - 0.484 - - 0.438 - - 0.550
Number of children age 7-17 - - 0.339 - - 0.118 - - 0.523 - - 0.489
Employed 0.101 0.022 0.414 0.466 0.119 0.421 0.02®.774 0.950 0.920 0.086 0.946
Weekend diary 0.702 0.306 0.374 0.707 0.753 0.321.8830 0.062 0.949 0.616 0.634 0.411
Fall diary 0.010 0.305 0.889 0.040 0.757 0.013 8.00 0.589 0.021 0.625 0.419 0.248
Spring diary 0.547 0.089 0.805 0.749 0.391 0.349 08®. 0.756 0.465 0.027 0.414 0.385
Winter diary 0.394 0.279 0.451 0.768 0.185 0.016 48®. 0.140 0.347 0.001 0.755 0.173
Years of schooling - - 0.215 - - 0.993 - - 0.068 - - 0.708
Elementary schooling (9 years) - 0.479 - - 0.479 - - 0.883 - - 0.646 -
Intermediate schooling (10 years 0.444 0.958 - 0.830 0.742 - 0.535 0.635 - 0.840 7D5 -
(DE) 12 (FI))
Supper schooling (13 years) 0.181 0.370 - 0.532 20.8 - 0.941 0.585 - 0.324 0.467 -
University diploma (DE) / degree - 0.146 - - 0.828 - - 0.473 - - 0.636 -

(F1)
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Table 5 Cont.

Matching results: P-values of T-tests for the diffeences in the covariates after matching;
mothers in Finland, Germany, USA

Independent variables

Finland Germany USA

Eating

Housework

Finland Germany USA

Leisure
Finland Germany USA

Television
Finland Germany USA

Hispanic - - 0.429 - - 0.663 - - 0.351 - - 0.138
Asian - - 0.668 - - 0.687 - - 0.007 - - 0.569
Black - - 1.000 - - 0.005 - - 0.528 - - 0.324
Other Race/Ethnicity - - 0.734 - - 0.026 - - 0.036 - - 0.653
Cohabitating - - 0.578 - - 0.497 - - 0.400 - - ®41
Spell Occurred 12am-6am 1.000 1.000 0.818 0.796 001.0 1.000 0.722 1.000 0.827 1.000 - 0.808
Spell Occurred 6am-12pm 0.136 0.175 0.000 0.931 150.4 0.006 0.036 0.011 0.029 0.023 0.928 0.572
Spell Occurred 12pm-6pm 0.832 0.229 0.016 0.311 94€.3 0.225 0.606 0.321 0.599 0.750 0.911 0.510
Married 0.105 0.004 - 0.188 0.051 - 0.031 0.957 - .670 0.918 -
German - 0.014 - - 0.956 - - 0.009 - - 0.070 -
East Germany - 0.097 - - 0.287 - - 0.044 - - 0.565 -

elJTUR, 2012, Vol. 9, No 1

Ho: no differences of the matched logit covariatsamns of the treated and the control group.

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 2008wmighted data, own calculation.
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Table 6

Matching results: P-values of T-tests for the diffeences in the covariates after matching;

fathers in Finland, Germany, USA

Independent Variables Eating Housework Leisure Telgision

Finland Germany USA Finland Germany USA Finland Germany USA Finland Germany USA
Age 0.798 0.192 0.969 0.086 0.969 0.896 0.494 0.5660.992 0.513 0.555 0.582
Age squared 0.827 0.274 - 0.138 0.982 - 0.461 0.485 - 0.614 0.572 -
Number of children age 0-17 - 0.716 - - 0.920 - - - - 0.892 -
Proportion female children in the - - 0.918 - - 0.049 - 0.659 - - 0.824
home
Number of children age 0-6 0.817 - - 0.206 - - Q.52 - 0.490 - -
Number of children age 7-17 0.717 - - 0.833 - - 80.5 - 0.662 - -
Number of Children < age 6 - - 0.005 - - 0.643 - 0.894 - - 0.825
Number of children age 7-17 - - 0.151 - - 0.986 - 0.505 - - 0.577
Employed 0.533 0.030 0.767 0.093 0.526 0.838 0.2220.878 0.207 0.621 1.000 0.427
Weekend diary 0.195 0.555 0.053 0.962 0.500 0.386 .4670 0.290 0.766 0.925 0.105
Fall diary 0.962 0.109 0.645 0.758 0.433 1.000 ®.51 0.602 0.301 0.853 0.403 0.403
Spring diary 0.117 0.789 0.766 0.439 0.829 0.240 37®. 0.645 0.050 0.802 0.324 0.344
Winter diary 0.683 0.275 0.081 0.424 0.294 0.708 938. 0.332 0.186 0.357 0.520 0.005
Years of schooling - - 0.345 - - 0.727 - 0.004 - - 0.974
Elementary schooling (9 years) - 0.320 - - 0.906 - - 0.741 - - 0.686 -
Intermediate schooling (10 years 0.505 0.806 - 0.632 0.658 - 0.739 - 0.907 1D.9 -
(DE) 12 (FI))
Supper schooling (13 years) 0.715 0.415 - 0.575 810.8 - 0.236 - 0.542 0.495 -
University diploma (DE) / degree - 0.225 - - 0.502 - - - - 0.567 -

(FD)

elJTUR, 2012, Vol. 9, No 1

140



Eva Osterbacka, Joachim Merz and Cathleen D. Zick:
Human capital investments in children — A compaemtnalysis of the role of parent-child shared timeelected countries

Table 6 Cont.

Matching results: P-values of T-tests for the diffeences in the covariates after matching;
fathers in Finland, Germany, USA

Independent Variables

Eating

Housework

Leisure

Television

Finland Germany USA Finland Germany USA Finland Germany USA Finland Germany USA
Hispanic - - 0.215 - - 0.947 - - 0.377 - - 0.765
Asian - - 0.240 - - 0.496 - - 0.668 - - 1.000
Black - - 0.017 - - 0.717 - - 0.854 - - 0.699
Other race/ethnicity - - 0.886 - - 0.547 - - 0.237 - - 0.694
Cohabitating - - 0.763 - - 0.918 - - 0.389 - - @65
Spell occurred 12am-6am 1.000 1.000 0.834 0.705 001.0 0.713 0.561 1.000 1.000 1.000 - 1.000
Spell occurred 6am-12pm 0.091 0.209 0.532 0.753 38.9 0.801 0.305 0.085 0.719 0.145 0.179 0.959
Spell occurred 12pm-6pm 0.349 0.736 0.593 0.260 76.8 0.186 0.886 0.359 0.139 0.049 0.457 0.661
Married 1.000 0.928 - 0.910 0.951 - 0.148 0.743 - 740 0.844 -
German - 0.305 - - 0.553 - - 0.619 - - 0.189 -
East Germany - 0.231 - - 0.736 - - 0.089 - - 0.733 -

elJTUR, 2012, Vol. 9, No 1

Ho: no differences of the matched logit covariagsamns of the treated and the co control group.

Source: FTUS 1999-2000. GTUS 2001/02, ATUS 2008wmighted data, own calculation.
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CHAD EXPLORER —AN ENHANCED WEB APPLICATION FOR CHAD

Shi V. Liu
National Exposure Research Laboratory

Thomas McCurdy

U.S. Environmental Protection Agency (EPA)

In 1999 the US Environmental Protection Agency (ER&veloped a Consolidated Human
Activity Database (CHAD). CHAD has been used forimas exposure modeling studies
(McCurdy et al., 2000, Graham & McCurdy, 2004; Me@u & Graham, 2003). Recently,

CHAD has been improved and enhanced with a new apgtication called CHAD Explorer

(CHAD-EX).

CHAD Explorer (CHAD-EX) consists of 24 h diaries faimost 35,000 U.S. citizens. These
diaries are associated with location and activitges (Robinson et al., 1989, (McCurdy &
Graham, 2003). The studies included in CHAD-Exlisted in Table 1. The diaries come from
national and state-level random probability studi&ébe data were acquired between 1983 and
2008. About half of information is cross-sectiomahature, having one diary day of time use
information per person, while the other half hasveen 2-369 days of data per person. CHAD
and CHAD-Ex both can be found at the same wel(\sitev.epa.gov/chadnetl)

Specifics about CHAD Explorer (CHAD-EX)

CHAD-EXx takes advantage of the Oracle Applicatioqpiiess™ (OAE) as an integrated devel-
opment environment for developing a database-dniveln application which provides various
ways for browsing and querying the sequential 24.9. time use data contained in CHAD.
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Table 1
Summary of the CHAD database

Number of days of

vear data per person

(last if Person-  Range
multi- days of of diary

Study name years) diaries days Median  Sponsor
Denver MSA 1983 805 1 1 EPA
Washington DC MSA 1983 699 1 1 EPA
Cincinnati MSA 1986 2,614 1-3 3 EPRI
California - adolescents 1988 183 1 1 CARB
California - adults 1988 1,579 1 1 CARB
Los Angeles - elementary 1989 51 3 3 API
Los Angeles - high school 1990 43 2-3 3 API
California - children 1990 1,200 1 1 CARB

(0]
Valdez AK 1991 397 1 1 companies
NHAPS - A 1994 4,723 1 1 EPA
NHAPS - B 1994 4,663 1 1 EPA
PSID (CDS) 1 1997 5,616 1-2 2 NICHHD
Baltimore elderly 1998 391 1-24 14 EPA
EPA #1* 2000 367 367 367 EPA
RTP Unhealthy 2001 1,000 8-33 32 EPA
Seattle MSA* 2002 1,693 5-10 10 EPA
EPA #2* 2002 197 197 197 EPA
PSID (CDS) 2 2003 4,782 1-2 2 NICHHD
RTI Averting behavior* 2003 2,907 1-6 4 EPA
Internal EPA* 2007 432 35-69 54 EPA
EPA #1* 2007 369 369 369 EPA
Mother & child* 2008 62 31 31 EPA
PSID (CDS) 3
Totals 34,773

Notes and abbreviations: *Added to CHAD via CHADplorer; # Number (of days);

API = American Petroleum Institute; CARB = Catifitca Air Resources Board;

CDS = Child Development Supplement; EPA = EnvirontakProtection Agency;

MSA = Metropolitan Statistical Area; NHAPS = Natad Human Activity Pattern Survey
(A=air version; B=water version); NICHHHD = Natidrastitute of Child Health and
Human Development; PSID = Population Study of Inedbynamics;
RTI = Research Triangle Institute; RTP = Reseantangle Park
Source: own calculations.

CHAD-EXx optimizes the relational database for éffi¢ storage of CHAD data by organizing
time-activity data into respective hierarchies asdociating detailed dairy with clearly defined
location and activity codes.
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CHAD-Ex provides a user-friendly and logical gragaiiuser interface (GUI) that facilitates
intuitive exploration of the time-activity data.dperates in a tab-list fashion that supports two
ways of browsing the data: “flat-view” and “drillegvn”.

The GUI of CHAD-Ex allows dynamic query of diffetteaspects of CHAD data according to
the criteria set up on the fly. It also allows sewfial presentation of detailed information on
the found items which are hierarchically stored &ankkd.

CHAD-Ex provides instant saving of explored dataa®l also gives options for file transfer
such as download or upload.

Furthermore CHAD-EXx provides a help module for cament presentation of answers to fre-
guently asked questions (FAQSs), listing the nanfedata tables and column headings, as well
as various codes used for classification of datardvides a feedback interface to facilitate the
exchange of comments and ideas.

Strength and application future of CHAD-EXx

CHAD-Ex organizes various time-activity data intdfetent hierarchies. Thus, it allows easy
and efficient query of information with dynamicabgt criteria. It also fosters statistical anal-
yses on the data.

A particular strength of CHAD-EX is its capabilityr effective storing and presenting longitu-
dinal time-activity data. This feature may be vegjpful for accomplishing exposure modeling
studies designed for maintaining proper intra- artdr-individual correlations (Glen et al.,
2008). Such studies are extremely useful for utdedsng the relationship between intra-
individual variability and inter-individual varidliy in exposure analyses (Frazier et al., 2008;
Isaacs et al., 2008, 2012; Xue et al., 2006).

CHAD-EXx is similar to the “harmonized” American Htage Time Use Data (AHTUD; see

Merz and Stolze, 2008), with which it shares a neinds studies (George and McCurdy, 2011).
CHAD-Ex may be more useful for exposure studiescivlassemble demographic cohorts to
specific metropolitan area and then use conditipnabability distribution to assign diary days

of time use data to each modelled individual irséheohorts (Burke et al., 2001; Xue et al.,
2006).

Summary

CHAD-Ex makes it easier for time use researchergxplore time-activity data stored in
CHAD. It also facilitates the easy incorporationn&w human activity data into CHAD. The
powerful but yet flexible database structure of @MHEx may point a way for evolving CHAD
into a multi-national time use database and thosrsgthe global exposure research communi-
ties even better.
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A REVIEW OF PAKISTAN 'S NATIONAL TIME USE SURVEY 2007

Muhammad Adeel

Zhang Feng

Department of Urban Planning

The University of Hong Kong

This paper aims to highlight the salient featureRakistan’s first and only National Time Use
Survey 2007 and the current issues that limit tilgyuthis unique dataset. The Time Use Sur-
vey(TUS) was carried out by the Federal Board ditiics Pakistan(FBS)with the aim to
guantify the gendered distribution of productivendi use and unpaid work in order to help
draw women responsive policies, welfare prograntstardgeting (FBS, 2008).

The survey is a national and provincial represergaif the country at urban at rural levels. It
excludes nearly 2 percent population in some sjgeanias due to time, access or security limi-
tations. The survey provided a unique country wide&aset which is freely accessible and pro-
vides vast opportunities to the researchers, pi@otrs and professionals across the world.
TUS data can be divided into two distinct segmemsisehold segment and the individual time
use diary segment.

The household segment enlists useful data regatainging detail (e.g. tenure, access to pub-
lic schools, healthcare, energy sources, publissprart facilities) and socioeconomic status
(e.g. household size, age, gender and rank of mamibeome level and sources, items of use,
ICT and vehicle ownership).

The time diary segment enlists individual’'s socmeamic details (e.g. skills, workforce partic-
ipation, details about the nature of employment antkrprise, monthly income and sources
etc.) and the past day’s activity details from 4ad@to 4:.00 am.

Three main activities were listed for each of thayf eight 30 minute time slots in the diary

through open ended questions. If the respondetrtexp more than one activity in 30 minute

interval, the question was asked whether the déietsvivere carried out successively or simulta-
neously. Later for analysis purpose, the activitiese grouped into 123 detailed and 10 broad
activity categories. An important component of gigegment ‘Location Code 1 and 2’ pro-

vides exclusive description of the human activipace. ‘Location Code 1’identifies the broad

facility / land use of activity duration while ‘Lation Code 2’ is a description of the physical
space (inside or outside) and specifically inquabsut the mode of travel during activity, if

any.

Sampling and data collection

Pakistan’s total populations roughly comprise 6€ceet rural and 40 percent residents. Both
urban and rural people have been given equal repi@son in the survey according to their

share in national population. Thus, from the samsfde of 19600, nearly sixty percent (11706)

were surveyed from rural households and remairony percent respondents (7660) were sur-
veyed from the urban households. A routine thragessampling procedure was applied to rep-
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resent the data at provincial level. In this precdle whole country was divided into 1388

Primary Sampling Units (PSUs). Selection of sursagple from the PSUs is based on proba-
bility proportional to size method where a PSU wiiigher population size had the higher

chances of selection for survey participant idesdtfon. Then PSUs are subdivided into Enu-
meration Blocks (EB) by lower, middle and upperome areas each with nearly 250 houses.

At the third stage, selection of households fromi&Bone with equal probability through sys-
tematic sampling with a random start. Every' H®use is selected from urban and 12 house-
holds from rural EB. Same procedure is use for t&myce Surveys, national census, elections
and administrative tasks. The next additional sggific to TUS selected individuals for time
use diary measurements from survey householdsthigrthe respondents were selected sys-
tematically through a selection table based onatle rank of household members. Using this
selection table, younger members of household Baghktly higher chances of participation.
The reason behind it may be the higher participatibyounger members in economic activi-
ties.

Household section information was asked from adthdmber of the household whereas the
time use diary was surveyed from two responderisehO years of age from each household.
The possible reason behind surveying younger ptpalés to assess the prevailing practices
of child labor and other socio cultural issues Wwhieduce the female’s response rate. FBS
hired 120 field staff mostly comprising local femaurveyors for the survey who sometimes
made multiple visits to the houses accompaniedobgl Ipolitical leaders. Since this was the

first ever time use survey in the county, staff eveiained before survey regarding the basic
concepts, survey techniques, recording and coditighne based activities in the diary segment.

The data has been collected from face to face iguestire interviews during the whole year

throughout the weekdays and weekends. Generalty, @ay of the week carries 14 - 16 % of
the survey questionnaires, but for Saturday, divelg lesser nearly questionnaires (9 %) were
filled due to the reason that it is a half workisi@y in country and the past day for which in-
formation was asked, the Friday, is usually a hdliday for labor and farmers rather. After

data collection, the filled questionnaires weretdigd, check for consistency or referred back
to field in case of inconsistency of information.

Methodological issues and challenges

A description of issues and challenges to the TU@lgation in the country are given below
whose redressing may increase its utility in future

= There are some limitations in the activity classifion for travel related analysis. For ex-
ample, travel has been more thoroughly elaboraiedhe ‘care’ activity where the travel
component has three specific activities as comptareohly one travel activity in other ac-
tivity lists which deserve a similar elaborativeridion. At the same time, the division of
travel component under separate waiting or travglinswers is encouraged as it may tell

elJTUR, 2012, Vol.9, No. 1 149



electronic International Journal of Time Use Research
2012, Vol. 9, No. 1, 144-159  dx.doi.org/10.13085/el JTUR.9.1.144-159

the actual waiting time which is useful for puldiansportation planning and efficiency as-
sessment.

= ‘With whom’ activity detail is an increasingly polaw and highly recommended component
for time use surveys (Harvey and Spinney, 2012ndwer this information is not included
in the activity diary questionnaire. | would argadavor of using this information as it can
provide useful insights into the mobility of depent population like female, elderly and
children. Since the country aims to evaluate thena@s role in economic participation
this activity will enable finding the real situatiavhether female are individual travelers to
the work site or they tend to use an accompanyanggnm for their mobility.

= The survey data does not describe any informagganding harmonization and correction
of dataset for various anomalies of time use whehy be provided as ancillary infor-
mation with the dataset.

» Time use data collection and analysis is relativedy and novice technique in Pakistan.
Only a handful of institutions, if any, educateittetudents about theoretical utility or prac-
tical collection and application of time diarieslthough creating summaries and descrip-
tive statistics can be an easy task, advanced itpahriike survival analysis and hazard
modeling is rarely used by researchers and prafiesks. There is a need to train govern-
ment departments; university faculty and privatefgssionals for increased use of freely
available TUS information pool.

» The data has been made available in STATA file tinscrelatively lesser utilized software
in the country. Few universities in Pakistan owrusee the Stata as they are more accus-
tomed to SPSS or other spreadsheet programs, tlews students and researchers are able
to explore large sized .dta file without SPSS.

Conclusion and recommendation

TUS 2007 is the first national time use survey aotdor Pakistan which has enabled a unique
data source on gendered pattern in time use aesvit the country. It gives an exhaustive level
of details of vital activities like work, educatiohealthcare and media use. Since the data is
available for free download for general public (G8P12), it carries huge potential for measur-
ing the patterns of activities across various damml economic disciplines. Although further
improvements are needed in questionnaire conteriteimeasurement of household resources,
activity description and provision of ancillary radata with the main data file; it remains a
useful data source for researchers and studekés ali

The incorporation of a “for whom” component in &t classification can help better under-

stand the dimensions of female economic produgteuitd unpaid labor contribution. The sec-

ond occurrence of survey is not clear so far, itiportant that the country keeps building on
this information resource and its utilization catently. Since a number of Asian countries are
participating in time use surveys, the data candsful for international comparison especially
across Asian countries (Fisher, 2006, Bittman .efal04).
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There is a need for organizing and harmonizingddia set with European and MTUS datasets
for enhanced utility which would not only benefitthe country but also to the research across
the world (Fisher et al., 2000).
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THE TIME USE DATA ACCESS SYSTEM — THE NEXT PHASE OF THE AMERICAN
TIME USE SURVEY DATA EXTRACT BUILDER (ATUS-X)
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University of Maryland

Sarah Flood
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Kimberly Fisher

Oxford University

The American Time Use Survey (ATUS) is an ongoingetdiary survey funded by the United
States Bureau of Labor Statistics and fielded leyUhited States Census Bureau. Data collec-
tion began with some 20,000 interviews in 2003 @00 responses have been collected each
subsequent year. ATUS respondents are a natiorgdhgsentative sample of persons aged 15
and older drawn from households who have conclikleid participation in the Current Popu-
lation Survey (CPS), the monthly labor force surirethe United States. For each activity dur-
ing the day covered by the ATUS interview, respartsleare asked what they were doing,
where they were, and who was with them. Backgraaf@mation about the ATUS respond-
ents and their households is collected as parh@fATUS interview. The ATUS public use
files also include information collected during theusehold’s final CPS interview. The survey
is designed to permit the addition of modules oecHj topics, such as the 2006-2008 Eating
and Health Modules sponsored by the Economic Reseaervice of the United States De-
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partment of Agriculture, the 2010 Well-Being Modponsored by the National Institute on
Aging, and the 2011 Leave Module sponsored by ti$ Department of Labor Women’s Bu-
reau.

The American Time Use Survey Data Extract Build®TJS-X) gives users easy access to
American Time Use Survey (ATUS) data through aninenl data access system
(www.atusdata.org). The ATUS public use files anallenging for researchers to use, requir-
ing a substantial initial investment before anaysan begin. By facilitating the creation of
data files that are ready for analysis, ATUS-Xngauraging increased use of the ATUS data
to address a range of important social and pobgycs. The ATUS-X has accumulated 1,200
registered users who have made over 3,800 datacésstincluding nearly 38,000 time use var-
iables in those extracts. We also estimate that 8@ articles, chapters, working papers, and
conference presentations have used ATUS-X, an@gusecmany authors do not inform us of
their publications or explicitly cite the extragistem, this figure is certainly an undercount.

Version 2.4 of the American Time Use Survey Datar&ot Builder (ATUS-X) incorporated
2010 ATUS data, and during the winter of 2011 weead2010 Well-Being module data to the
system. Version 2.5 of the ATUS-X, released in R0¢2, includes recently made public 2011
ATUS data. To date, data from 2003-2011 have beeorporated into the system as well as
information from the ATUS supplementary modulesWell-Being and Eating and Health.
Information on secondary eldercare from the 201U&Thas already been added to the system.
The addition of the 2011 Leave Module is pending.

Files for ATUS data linked to CPS education, foedwsity and volunteer supplement data are
available through the ATUS-X web site. We have @éaweights to accompany linked
ATUS/CPS supplement data. In the future, we plama&e linked data available via the extract
system.

A competitive five-year renewal application for thene Use Data Access System (TUDAS)
was funded in August by the National Institute &ill@ Health and Human Development. This
project is a collaboration of the University of Mind (U.S.), the University of Minnesota
(U.S.), and the Centre for Time Use Research (@xfotK.). This new funding will extend
our work for another five years and permit incogiiorg the American Heritage Time Use data
sets and Multinational Time Use Survey data fromessl European countries. We expect
these additions to dramatically increase both etesgporal and cross-national analysis of time
use data. In light of our recent success secutinding to extend and expand the ATUS-X
database, we will be redesigning our data extradistem to accommodate the different data
structures characterizing the additional samples.

How people use their time, why individuals allocéteir time as they do, and what conse-
quences flow from these time use decisions areamedtal to the health, quality of life and
effective functioning of a society. The potentiltime use data for unlocking the black box of
household decision-making is just being realiz€dntinuing this project for another five years
and adding historical U.S. and selected Europeaples to the database as well as new func-

elJTUR, 2012, Vol.9, No. 1 152



electronic International Journal of Time Use Research
2012, Vol. 9, No. 1, 144-159  dx.doi.org/10.13085/el JTUR.9.1.144-159

tionality to the extraction system will facilitatesearch on parental time with children, how
time use influences health, household responsebanging economic conditions, and cross-
national research on health and well-being in diffé cultural and policy settings.

Funding for this project is provided under a gifaoin the Eunice Kennedy Shriver National
Institute of Child Health and Human Development1R{D053654. For more information
visit www.atusdata.orgr contact us via email at atusdata@umn.edu oehbf@umd.edu.

NORDIC CONTACT NETWORK ON TIME USE SURVEYS

Hannu Paakkonen

Statistics Finland

Nordic statistical institutes have established aochhetworks in different statistical domains for
cooperation. Time Use Surveys also have their oamtact group. Experiences gained from
conducting Time Use Surveys are shared in the comitwork. The Nordic countries take

turns in acting as the chair for the network faleam of three years. Finland is currently the
chair for the Time Use Surveys network. In recesdrg, the network has convened annually.
The latest meeting was in Oslo, Norway in Septerabég.

Time Use Surveys have been conducted in the Noaliatries for a long time. Denmark was
the first Nordic country to make a Time Use Surueyl964. It was carried out by the Danish
National Centre for Social Research. The next agunas Norway, where the local statistical
institute conducted its first Time Use Survey iv@9971. The first survey by Statistics Fin-
land in the autumn of 1979 was largely based oNibrevegian model (Niemi 2000). Statistics
Sweden made its first Time Use Survey in 1990-1%94as in turn largely based on the Finn-
ish example. Since then, the surveys have beeratexpen each of these countries at least
twice, approximately every ten years. Iceland esdhly Nordic country that has not yet carried
out a Time Use Survey. They have discussed theljpldggo start conducting the survey.

Due to their history, the Norwegian, Finnish andeflish surveys are quite similar. The Danish
surveys differ somewhat from these in terms of meéthogy. Norway, Finland and Sweden
have used diaries into which the respondents wida@n what they have done in their own
words, while in Denmark, the surveys (apart fromm #9001 survey) have been based on pre-
classified diaries.

Eurostat, the Statistical Office of the Europeam@uunities, compiled recommendations for a
Harmonised European Time Use Survey, HETUS in Z@820ostat 2004). The Nordic coun-
tries have applied these recommendations varyinglthe two latest surveys. Finland and
Denmark have used household samples in accordaititehe recommendation; Norway and
Sweden have mainly continued using samples of iddal persons. The age limits have also
differed.
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The latest Time Use Survey was conducted in Denma2k08-2009, in Finland in 2009-2010,

and in Norway and Sweden in 2010-2011. The Daniskey was conducted by Rockwool

Foundation; the surveys in the other Nordic coestiwere conducted by the country's statisti-
cal institute. The interviews were conducted malmytelephone in Norway and Sweden, and
by telephone and visits in Finland. In Denmark, data were, apart from telephone interviews,
also collected via the web. The Danish sample veatigly a panel sample, and it included

people that had participated in the 2001 and 198veys. In addition to time use, the Danish
survey also examined consumption.

In the Nordic contact group meetings, the mainulison topics have been how to maintain
response activity, coding, the quality of the datad reporting.

Denmark and Norway used monetary incentives tovatgiparticipation. Sweden and Finland
also closely monitored response rates during gidviiork.

In Finland, coding and saving were combined. Wdrdraviations were used as saveable codes
for main and secondary activities. In Sweden, iatiés were scanned; an activity search appli-
cation and an application for quality control wessed in coding. Denmark used pre-coded dia-
ries, so no coding stage was required.

The effect of the different data collection methasresponse activity and the quality of the
data has been studied in different countries (Bdkeallesen 2010; Okkonen 2012; Vaisanen
2012). No differences in quality were detected inldhd between the diaries that had been
guided during visits or over the telephone. In Darkmthe quality of web diaries was better
than that of telephone interviews.

Norway, Sweden and Finland included a questiohe&nhd of the diary concerning the pleas-
antness of the activities. In Norway and Swedea gihestions covered both the most and least
pleasant activity, in Finland only the most pledsentivity.

A weekly diary concerning paid work included in tBerostat recommendations was only used
in Finland.

A pre-coded so-called light diary was also teste&inland and Sweden during the collection
of the actual diary, in order to compare whethdiedgnt diaries produce similar results con-
cerning the population’s time use.

All three Nordic countries have already reportedirttmain results. Finland's report was pub-
lished in Finnish in 2011 and in English in 20124Rk6nen and Hanifi 2012). Norway's (Vaa-
ge 2012), Sweden's (SCB 2012) and Denmark's (B20k&) reports were published in 2012.
Statistics Finland's Welfare Review and Norwayaistical institute's Samfunnsspeilet maga-
zine published extensive special issues concetimmguse in the autumn of 2012.

In addition, articles have been compiled concerrhmgy results from different countries and
they have been presented, for instance, in IATURerences. You can also find online tables
concerning time use on the websites of Finlandsway's and Sweden's statistical institutes.
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Book notes
by Kimberly Fisher

Cain L. P. and D. G. Paterson (eds.)
The children of eve — Health and well-
being in history (2012)

Publisher:Wiley-Blackwell
ISBN:978-1-4443-3689-4

Website:
http://eu.wiley.com/WileyCDA/WileyTitle/
productCd-1444336894,descCd-
authorinfo.html

Languages Available€English

This book undertakes a long-term look at

the social, demographic and economic fac-
tors which underlie the present trends af-
fecting population well-being. The opening

chapters adopt a long-term historical per-
spective. The time use discussion emerges
in the later chapters 7 (the changing fami-
ly), 8 (health and well-being), and particu-

larly 9 (macroeconomic effects of the in-

dustrial transition). Chapter 9 uses Multina-

tional Time Use Study data to explore

work-life balance issues and time in domes-
tic work.
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Cyrino, R. and P. Dias (eds.)
Mulheres executives — A divisao do tra-
balho domestico a luz dos estereotipos
(2012)

Publisher:Fino Trago Editora

ISBN:978 8580 540697

Website:
http://www.finotracoeditora.com.br/livros/C
YR001/9788580540697/mulheres-
executivas-a-divisao-do-trabalho-
domestico-a-luz-dos-estereotipos.html
Languages Available?ortoguese

This book contains core research from a
PhD thesis examining gender relations in
households of women who work in senior
management and high-status professional
jobs. The author demonstrates that even
women who hold significant power in the

job market nevertheless perform a dispro-
portionate share of unpaid domestic work.

Duhigg, C. (ed.)
The power of habit — Why we do what we
do and how to change (2012)

Publisher: William Heinemann
ISBN:978-0434020362
Languages AvailableéEnglish

The author uses his experience as a journal-
ist to present research into the neurological
and psychological understandings of the
processes by which people learn, develop
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and change their habits. While the author
does not make much direct use of time use
data, and while this book aims to help read-
ers to amend their routines to achieve goals,
the book does offer insight into the factors
shaping daily behaviours.

Inbakaran C. and M-L. Van Der

Klooster (eds.)

2011 Time use in Australia, United States
and Canada (2012)

Contributing AuthorsMareggi, M., Har-
vey, A. S., Spinney, J., Robinson, J. P.,
Godbey, G., Giannelli, G. C., Mangiavac-
chi, L., Piccoli, L., Brzozowski, J-A., Mar-
tino, A. E., Vitartas, P., Ellwood, M.,
Wolfteich, C. E., Sanchis, R. G., Francavil-
la, F., Grotkowska, G. and M. Socha
Publisher:Deakin University
ISBN:978-1906040895

Languages AvailableéEnglish

This short book offers brief summaries of a

number of contemporary time use research
projects in Australia, Canada, Ecuador, Ita-
ly, Poland, Spain, and the United States of
America. Many of the pieces raise meth-

odological challenges: how we measure
urban behaviour in the context of spaces in
which behaviour takes place; how we code
activities transcending the boundaries be-
tween paid and unpaid work or between

secular and sacred domains; how we best
measure sports participation, adult care or
the emotions associated with activities;

how we include measure of unpaid work in

national accounts; how we identify the im-

pact of communication technologies on

daily behaviour.
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Lelord F. (ed.)
Hector finds time (2012)

Publisher:Gallic Books
ISBN:978-1906040895
Languages AvailableéEnglish

This popular literature book offers an Eng-

lish translation of the original 2006 French

book Le Nouveau Voyage d'Hector : A la

Poursuite du Temps Qui Passe, a story
about a psychiatrist dealing with concerns
about his time while listening to patients

with time-related concerns of their own.

While this is not an academic text, the book
explores issues related to lived time use
patterns, and thus may offer engaging lei-
sure reading for time use researchers.

Mickenberger, U. (ed.)
Lebensqualitat durch Zeitpolitik —Wie
Zeitkonflikte gelost werden kdnnen
(2012)

Publisher:Hans-Bdckler-Stiftung, Edition
Sigma

ISBN:978-3-8360-8742-1

Languages AvailableGerman

This book explores how time use features in
industrial conflicts, making a particular

contribution to the literature by contrasting

the time-related issues for employers, em-
ployees, and other parties affected by labour
disputes. Muckenberger uses both theoreti-
cal discussion and empirical evidence to
demonstrate the contribution of time use
patterns to the quality of life experienced by
working people. He then sets out strategies
by which the time and efficiency needs of
companies can be reconciled with the time
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balance needs of employees, creating win-
win scenarios for all parties in labour dis-
putes over time-related issues.

McDonald, P. and E. Jeanes (eds.)
Men, wage, work and family (2012)

Contributing AuthorsBrown, P. and H.
Perkins

Publisher:Routledge
ISBN:978-0415893763

Website:
http://www.routledge.com/books/details/97
80415893763/

Languages AvailableéEnglish

This book explores a range of issues arising
for working men in a range of countries in
relation to balancing employment and home
commitments. The majority of chapters deal
with a range of issues relevant to the time
use research community in a general way.
One chapter by Peter Brown and Helen
Perkins, "Happiness Under Pressure: The
Importance of Leisure Time Among Fathers
in Dual Earner Households," uses experi-
ence sampling and qualitative interview
time use data, to examine work and family
life conflicts experienced by Australian
fathers.
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Hojer, M., Gullberg, A. and R. Petters-
son (eds.)

Images of the future city — Time and
space for sustainable development (2011)

Publisher:Springer

ISBN:978-9400706521

Website:
http://mwww.ebook3000.com/Images-of-the-
Future-City--Time-and-Space-For-
Sustainable-Development_123416.html
Languages AvailableéEnglish

This book draws on a variety of data to pro-
ject what life in Stockholm, Sweden, might
be like if lifestyles shifted to use substan-
tially fewer resources to reduce the impact
of human behaviour on climate change. The
authors consider patterns of eating, house-
work and domestic production, paid work,
transport, and other patterns of time use as a
central issue in their analysis.

World development report 2012 — Gen-
der equality and development (2011)

Contributing AuthorsRevenga, A., Shetty,
S., Benveniste, L., Coudouel, A., Das, J.,
Goldstein, M., Mufioz Boudet, A. M. and C.
Sanchez-Paramo

Publisher:World Bank

Website:
http://go.worldbank.org/CQCTMSFI40
Languages AvailableAvailable: Arabic,
Chinese, English, French, Portuguese, Rus-
sian, Spanish

This report maps changes in gender rela-
tions across the world with an aim to docu-
menting the extent and modes of manifesta-
tion of gender inequality as well as provid-
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ing data to monitor gender equality as a
means to improving development and quali-
ty of life around the globe. Time use infor-

mation appears sporadically throughout the
report in sections covering paid work, total

work, the contribution of unpaid domestic

production to national and the global econ-
omy, and parenting styles and childcare.
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