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Abstract

The paper collects the results of a survey perfdrme2010 aimed at analysing how high school sttglenthe
province of Messina in Sicily (Italy) spend theimé. Principally, is analyzed the interaction betweause of
time, scholastic performance and time dedicatedtidy. So, we propose an estimation model for thé/ d
study-time of students. From a methodological pofntiew, using a two stage regression proceduestionate
self-rate performance (3 and time devoted to study J allows to correct the estimates by simultanefty e
fects between these variables. In the first sthgeself-rate performance at school is estimatedraduced form
and is used as a proxy of scholastic performangkearsecond step. Next, we run an ordinal regradsiorder
to estimate the hours dedicated to study declayatid student. The results obtained show that stsdeith a
high expected value of study-time come from lycethey are mostly females, and tend to read morghé&u
more, they have satisfactory scholastic performaare helped by their mothers when they do theindwork,
have a lower-than-average age difference with tmeithers, but a higher-than-average age differavittetheir
fathers.

JEL-Codes: C13; C30; C36

Keywords: Study-time; Use of time; Self-rate performance/olstage regression procedure; High school

The first results of this study come from the pi#btdy were presented at the Population Study DRgdua
(Italy) 16 to 18 February 2005.
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1 Introduction

Most of the previous studies on the effect of penfance and time devoted to study have been
very focused. Schmidt (1983) analyzes a survey Eawmip216 students at the University of
Wisconsin-Madison and estimates a Cobb-Douglasataumal production function using both
Ordinary Least Square and Full Information Maximuikelihood methods. He finds an elas-
ticity of performance with respect to hours of slastendance of 0.215 and of study hours of
0.017. Romer (1993) considers the class attendamea endogenous factor and tries to correct
the endogeneity effect by introducing some proegsmnotivation in the estimates of the per-
formance function. Bratti and Staffolani (2002) smer the students’ performance as a direct
consequence of the allocation between time devimestudy and leisure time. Dolton, Mar-
cenaro and Navarro (2003) find that the lectures@ur times more productive than self-study.
As pointed out by Olivares (2002), the study tinmaelg association literature has provided in-
consistent findings: some researchers have foyrmbiiive association, others a negative asso-
ciation, and yet others no association betweenystinde and grades. Unlike the academia,
high school students are obliged to attend theoles This implies that lessons attendance can
be unable to explain student’s performance. Orother hand, several factors can influence the
high school students’ performance; in general,|l¢iel of the grades may depend on the time
devoted to study and vice-versa, even if this i@hamay be influenced by other factors such as
the different courses of study, the efficiencylod teachers, and environmental and motivation-
al factors.

In light of these considerations, this paper cédldbe results of a survey performed in 2010,
aimed at analysing how high school students inptiogince of Messina in Sicily (ltaly) spend
their time. The main purpose of research is to tstded the relationship between use of time,
self-rated performance (proxy of scholastic perfmnoe) and time devoted to study (study-
time). So we propose an estimation model for thly deudy-time of students. From a method-
ological point of view, using a two stage regressppocedure to estimate self-rated perfor-
mance (§e¢ and time devoted to study (] allows to correct the estimates by simultaneity
effects between these previous variables. The pagéne is as follows: in the next section we
present the research model and the data utilizethe third, we deal with the problem of the
estimation model used for the study-time, and m ldst section we discuss the main results
obtained and on the possible ways the researchomagveloped.

2 The research model and data

The research model used is based on a study pedoby Sabbadini and Palomba (1994) on
the use of time by men and women. We divided thdesits' time into 4 categories: “physio-
logical activities”, “activities for the family”, Study” and “leisure time”. We interviewed about
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1800 students from various types of public educaiiénstitution$ (Lyceum, Technical insti-
tute and Vocational school), using a specially drayw questionnaire (see table 1 for sample
features).

Tablel
Samplefeatures
Variable Students
Gender
Male 865 (47.5%)
Female 955 (52.5.%)
Age
Mean (SD) 16.87 (1.55)
Ethnicity
Italian 1827 (100%)
Type of school
Lyceum 798 (43.7%)
Technical institute 751 (41.1%)
Vocational school 278 (15.2%)
Year attended
1% 474 (25.9%)
2" 341 (18.7%)
3n 368 (20.1%)
4 400 (21.9%)
5 245 (13.4%)

n=1827, Source: Own performed survey 2010,
own calculations.

The sampling plan takes into account the percenamgiegeographical distribution of educa-
tional facilities in the province of Messina in Bjc(ltaly). With regard to the questionnaire
used for the research, students first completegdicton on personal and family details, and,
later, the specific sections on the “use of timEie analysis was performed using the “overall
average duration” of each activity during a stadd#ay. To this purpose, we also considered
an indicator of frequency (every day/3-5 times aekié®-2 times a week/1-2 times a
month/never) for all the activities except physgtal activities and study (see table 2). The
questionnaire was self-compiled, but under the isigien of expert testers. Furthermore, de-
tailed information on family composition, educatbievel and working activity of parents are

! Itis important to highlight that education imllf is compulsory from 6 to 16 years of age, andivied into
five stages: Kindergarten, Primary School, Lowec@elary School, Upper Secondary School (which eorre
sponds to the High-School level) and Universityparticularly, the Upper Secondary School situatianes,
since there are several types of schools diffeaitatdi by subjects and activities. The main divis®obetween
the “Lyceum”, the “Technical Institute” and the “¥ational School”. Any kind of Upper Secondary Sdhoo
that lasts 5 years (age 14 to 18) grants accehe tiinal exam. This exam grants access to Unityersi
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considered. Sadly, for confidentiality reasonsyés not possible to detect the students’grade
point average.

Table?2
Average distribution of time during thetypical day of a student

Frequency of activity (%)
3-5 1-2 1-2

Activity Time EVErY  fimes/ times/ times/ Never
week week month

Sleep (night and/or afternoon) 8h 7 mih00.00 - - - -
Personal hygiene and bodily care 1h 20 mle0.00 - - - -
Eating breakfast Oh 13 min 70.63 - - - 2937
Eating lunch Oh 40 min 99.86 - - - 0.14
Eating the evening meal Oh 41 min99.54 - - - 0.46
Housework 1h 5min 29.74 16.04 29.19 6.66 18.38
Shopping Oh 31min 334 1028 3299 16.20 37.20
Looking after younger brothers/sisters Oh 22 mid0.70 2.93 3.93 1.89 80.56
Work outside the family Oh 39min 549 3.04 5.58 325 8264
Other family activities Oh 10min 221 0.84 0.65 0.15 96.17
Time spent travelling to and from schooD h 51 min 100.00 - - - -
Time spent at school 5h 44 miri00.00 - - - -
Study at home 2h 33 min100.00 - - - -
Sport and gym 1h 13 min 1042 28.60 19.86 245 38.67
Watching television 2h 9 min 87.50 7.28 219 0.06 297
Listening to music 1h 44 min 6487 19.04 1141 1.09 359
Use of computer and the internet 1h 5mirg3.97 19.32 20.91 535 3045
Going out with friends 2h 53 min 31.80 2496 3454 243 6.26
Reading (not school books) Oh 31min 627 1051 1535 19.77 48.10
Reading newspapers or comics Oh 24midl52 1134 2384 1059 42.70
Going to the cinema or theatre 1h 20 min0.41 1.03 1054 5212 3590

Going dancing (dancing school, disco) 1h 25minl.48 3.04 1553 2474 5521
Games arcades, playing cards,

playstation Oh 48 min 1274 1507 17.01 784 47.34
Painting, playing musical instruments,

crafts Oh 24 min 470 3.90 6.98 7.84 76.59
Voluntary work and parish activities Oh 22min 1.26 184 1084 454 8152
Other 1 Oh 6 mn 0.97 0.98 1.10 052 96.43
Other 2 Oh 1 min 0.17 0.15 0.14 020 99.34

Source: Own performed survey 2010, own calculations

Thus the problem of the measurement of scholastifopnance was solved by asking the stu-
dents a synthetic judgment on their subjectivestattion about their own scholastic out-
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come$. This implies that the performance of each stuéentassified as a dichotomous varia-
ble (satisfactory/ unsatisfactory). We called fhisxy variable self-rated performance,gb

3 Estimation procedure °

As noticed in the introduction, we used a well-kmot@chnique (Green, 2000) to estimate self-
rated performance (s3) and the study-time ¢f) so as to correct the estimates by simultaneity
effects between these variables. So the model iesedtimate the time devoted to study in-
volves a two-stage regression procefulrethe first stage, the student’s self-rated grenfance
(Psty at school (satisfactory/unsatisfactory) is estadain a reduced form, and is used as a
proxy of scholastic performance in the second step.

Then in the first stage we applied a logistic regien:
(1) Srpe =f (Fspo’ Pide’ M eds? I:prs’-l-plaw-rdan’Tout)

where kpo = frequency with which the student practises spogoes to the gym (every day/3-5
times a week/1-2 times a week/1-2 times a montineri= proxy of the type of student
(highly idealistic/idealistic/concrete); Meds= metls educational level (high/medium/low);
Fors = father’s professional status (high/medium/loiy=time devoted to playing at a games
arcade; Ja=time devoted to going dancing and Tout=time spmriside with friends. As a
research hypothesis we assumed that these variabhesexogenous. The student’s self-rated
performance explained by the regression (1) wad asen instrumental variable in the second
stage. So we run an ordinal regression model (MeGl] 1980) in order to estimate the hours
devoted to study @) declared by the student (over 4 hours/betweend34ahours/between 2
and 3 hours/between 1 and 2 hours/less than orr hou

(2) Tstu = f (D fag’ Dmag ’ S:pe'Trea’Tsch’Gstu'Yatt’ M hel )

where B, = difference between the student’s and his/hdreféid age, R = difference be-
tween the student’s and his/her mother's aggsStheoretical values of the student’s self-rated
performance, explained by (1),d= time devoted to reading non-scholastic books; T type

of school (Lyceum/Technical institute/Vocational heol), Gy, = student's gender
(male/female), ¥ = year attended {45™) and M = mother’s help with study (yes/no).

In an ordinal regression model, various “link” ftions may be used. In this case, the logit
function ensured the best fit. The output of anir@bdregression gives the probability that a
generic unity falls between the categories of #sponse variable: in this way we obtained the
expected value of study-time for each unit (student

2 |t seems useful to point out that the questios vederred to the whole of the teachings studieti\aas not

related to the overcoming of the school year.

®  All analyses were performed using SPSS 16.0 awelR2003.

4 Among the various models examined the regresgibnand (2) have provided the best performancerae
ing to the theory of “two-stage regression procetiuf-or more details see Green and Wooldridge).
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4 Main results

An average, high school student in the provinceVeisina (ltaly) spends his/her standard
working day as shown in table 2. The most intengstiutcome seems to be that students spend
around 84% of their time performing daily activétjewvhile the remaining 16% is devoted to
leisure time or (rather irregular) family activieThe proportion spent studying is 11% if re-
ferred to the entire day, or 13% if referred om\daily activities.

Let us now examine the results of equation 1 a(tdt#te 3-4).

Table3
Results of the logistic regression (first stage)

Variables Coeff. Sd.Err. P-value

Constant .685 .233 .003

Fspo .006
3-5 times at week .325 .204 111
1-2 times at week 461 151 .002
1-2 times at month .527 .168 .002
Never .760 .503 .130
Every day (ref.)
every day

Pe .000
Highly idealistic 1.086 .163 .000
Idealistic 1.065 .164 .000
Concrete (ref)

Meds .008
Low -.235 181 .195
Medium -.465 .154 .003
High (ref.)

Fors .000
Low -.669 222 .003
Medium -.503 131 .000
High (ref.)

Toia -.169 .058 .004

Tdan -.098 .033 .003

Tout -121 .037 .001

Note: Spe =1 if the personal assessment of the performansatisfactory,
Spe =0 if the personal assessment of the performanuoadatisfactory
Sample size = 1439; Nagelkerke R Square = 0.15jmgss of fit CHi (13) = 149
p-value = 0.000, Hosmer-Lemershow test = 8.494Ipeva 0.387

Ref. =reference category
Source: Own performed survey 2010, own calculations
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From the first stage estimate (logistic regressibejnerges that students who display satisfac-
tory performance (&) have mothers with a high educational level artlefies with a high pro-
fessional status.

Table4

Results of the ordinal regression (second stage)
Variables Coeff. Sd.Err. P-value
1<Tg <=2 .864 409 .035
2<Tu<=3 2.608 415 .000
3<Tu<=4 4.030 422 .000
T4 5.215 430 .000
S*me 2.152 372 .000
Drag .049 .015 .001
Drnag -.037 016 .018
Trea 572 .072 .000
Ytt (1) -.381 175 .030
Yatt (2% -.894 185 .000
Yatt (3" -.556 181 .002
Yatt (4%) -1.162 .183 .000
Yatt (5%) (ref) 0 . .
Gender (male) -1.232 110 .000
Gender (female) (ref.) 0 . .
Tsen (lyceum) 1.978 .187 .000
Tsen (technical institute) 1.071 176 .000
Tsen (Vocational school) (ref.) 0 . .
Mpe (YeES) .366 .104 .000
Mhel (NO) (ref.) 0

Note: Dependent variable =1 if,p4; 2 if 3<Tg <=4, 3 if 2<Tstu<=3;
4 if 1<Tg<=2 and 5 if Ty<=1,
Sample size = 1440; Nagelkerke R Square = 0.37mgss of fit CHi (12) = 579 ,
p-value = 0.000, Ref. =reference category,
Source: Own performed survey 2010, own calculations

Moreover, they are highly idealistic, play littlpast, on average, tend to spend little time in
discos and games arcades, and go out with themdsi only rarely (see first stage, table 3).
Ordinal regression (second stage, table 4) shoafsstiudents with a high expected value of
study-time (Ty,) come from lyceums, they are mostly females, @md to read more. Further-
more, they have satisfactory scholastic performaaiee helped by their mothers when they do
their homework, have a lower-than-average age réifiee with their mothers, but a higher-
than-average age difference with their fathers. Jé@r attended plays an interesting role. In
fact, students attending th& B"? and %' year have an expected value of study-time higheen t
students in their "2 and 4" years: this tends to confirm the importance ddrisition years'.
Having obtained the estimates it is possible ttably modify the variables of interest and ex-
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trapolate various profiles of study-time®{y by simulating hypotheses such as the provenance
from different schools, the self-rate performancd the year attended (see figure 1).

Figurel
Study-time (T«y) Vs self-rate perfor mance (S;pe) analyzed for different schools
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Source: Own performed survey 2010, own illustration

As one can see, the gender and type of schoolgdyramfluence the relationship between stu-
dent’s self-rated performance and study-time.

5 Conclusion

The present research sought to better understandature of the self-rated performance and
study-time by examining the effects of the studene allocation, individual characteristics of
the students and some socio-demographic chardiersd the parents. In order to do so, we
have introduced a two-stage regression procedurthéostudent’s self-rated performance and
student time allocation. Although most of the woekorted in the literature concerns the con-
text academic (Olivares, 2002), the results obthinghis study seem to confirm that the satis-
faction in school performance is a good predicfahe study time. Respect to previous studies,
we identify new predictors such as gender of theestt, type of school attended (proxy of the
course difficulty) and time devoted to reading rsmholastic books. However, we believe that
the model proposed and the results obtained stadsitdbe evaluated in relation to the empiri-
cal nature of the study and the geographical conbexact there is a high risk that inaccuracies
may occur in this type of sample survey especiallyerms of the exact measurement of the
timing of the daily, weekly and monthly activitieds mentioned above, the survey is missing
some important variables such as the characterisfithe teachers (teacher effectiveness) and
student’s grades. We consider this work as a giiotly therefore, we aim at replicating this
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survey in other scholastic contexts in order tadedé the results obtained. A study of this kind
is currently in progress by the author.

References

Bratti, M. and S. Staffolani (2002), Student timm@ation and educational production function, WogkPaper
No. 170, Department of Economics, University of Ana (Italy).

Dolton, P., Marcenaro, O. and L. Navarro (2003)e Effective use of student time — A stochastiatfer produc-
tion function case study, ifEconomics of Education Review, Vol. 22, No. 6, 547-560.

Greene, W. H. (2000), Econometric Analysis, Prentitall.

McCullagh, P. (1980), Regression models for ordafeth, in:Journal of the Royal Satistical Society, Series B,
Vol. 42, No. 2, 109-142.

Olivares, O. J. (2002), An analysis of the studyetigrade association, Radical Pedagogy, CAAP.
Romer, D. (1993), Do students go to class?,Tle:Journal of Economic Perspectives, Vol. 7, No. 3, 167-174.

Sabbadini, L. and R. Palomba (1994), Tempi diversiuso del tempo di uomini e donne nell’ltaliaatigi, Ital-
ian Institute of Statistics (ISTAT).

Schmidt, R. M. (1983), Who maximizes what? — A gtud student allocation, inAmerican Economic Review,
Vol. 73, No. 2, 23-28.

Wooldridge, J.M. (2002), Econometric Analysis 0b€s Section and Panel Data, MIT Press.

elJTUR, 2013, Vol. 10, No 1 8



> electronic International Journal of Time Use Research
2013, Vol. 10, No. 1, 9-37 dx.doi.org/10.13085/el JTUR.10.1.9-37

A measure of concentration of the use of time,
with an application to the pattern of daily
leisure activities

Jorge Gonzalez Chapela

Dr. Jorge Gonzéalez Chapela

University of Girona and Centro Universitario ddDafensa de Zaragoza
Academia General Militar

Ctra. de Huesca s/n

E-50090, Zaragoza, Spain

e-mail: jorgegc@unizar.es

Abstract

Drawing an analogy with industry concentration, ellygrounded measure of individual concentration<joe-
cialization) of the use of time is presented. Egaipb with this measure, we explain and provide exddeof a
“division of leisure” effect on the organization ddily leisure activities. A demand model featurBupsistence
daily leisure shows that the concentration of lestan vary with the quantity of leisure availal@quential
moment conditions and the exogenous possibilitynofe leisure brought about by the weekend unveil an
asymmetrically U-shaped response in a sample of@mp German men.

JEL-Codes: J22

Keywords: Time allocation; Herfindahl-Hirschman index; I'gtenation

This paper originated from a conversation with Ricdorres and was written during my stay at thevidrsity
of Girona, whose hospitality | gratefully appreeiat am also indebted to the anonymous refereeha@er
Bosch, Dan Hamermesh, Joachim Merz, Xavier Salaitid, Sabine Sonnentag, and seminar participariteea
Sophia Antipolis campus of the SKEMA Business S¢Hoo helpful comments, and to Kristina Kott, ofeth
German Federal Statistical Office, for able aseistawith the data. Financial support from the Sgfamlinistry
of Education (EC02011-29751/ECON) is gratefully mmkledged.



Jorge Gonzalez Chapela: A measure of concentratidhe use of time

1 Introduction

The objective of this paper is twofold. The firgjective is to investigate a measure of concen-
tration of an individual's use of time. For goodsens, the statistical analysis of time-use ob-
servations has become widespread in economics thed social sciences. A measure of indi-
vidual concentration of the use of time seems rezggdor any quantitative study attempting to
explain the causes or consequences of variatidgheirdegree of concentration (or specializa-
tion) of the use of time. The second objectivecigxamine theoretically and empirically the
pattern of daily leisure activities in terms ofstleasure While on working days many peo-
ple relax just watching the TV, on non-working dagyany people watch the TV but also go
out. Can variations in the concentration of leisactivities be explained on the basis of the
guantity of leisure available? In other words hiere a “division of leisure” effect on the organ-
ization of daily leisure activities? From a thearat viewpoint, the answer to this question in-
forms about the structure of consumer preferendesrdthe demand for daily leisure. From a
more empirical perspective, it contributes to ustherding the determinants of the demand for
variety (Gronau and Hamermesh, 2008), which, im,tanay prove useful for organizing the
diversity of the supply of recreational activities.

Drawing an analogy with the concentration of firmighin an industry, Section 2 derives a
measure of individual concentration of the usermoktthat possesses properties considered de-
sirable for measures of industry concentrationti8ed develops a simple theoretical model
for the concentration of daily leisure activiti®#hose main purpose is to show that the sign of
the reaction of concentration to variations in thantity of leisure available is theoretically
ambiguous. Section 4 examines empirically the paibé concentration of daily leisure activi-
ties in a sample of male workers extracted from @eman Time Budget Survey (ZBE)
2001/2002. Although both the quantity of leisurel @s degree of concentration are certainly
chosen by the individual, we argue that the ZBEepatructure as well as the exogenous reduc-
tion in market work brought about by the weekendni@ny workers, offer an avenue for iden-
tifying the causal effect of the former on thedattConclusions and some directions for future
research are provided in Section 5.

! Other aspects of leisure such as quantity, gudtiequality, timing, togetherness, or recovergyé been

investigated by a large socio-economic and psyclicdd literature interested on behavioral and welfa
comparisons. See, among many others, Owen (19udferJand Stafford (1985), Kooreman and Kapteyn
(1987), Robinson and Godbey (1999), Bittman andcvian (2000), Hamermesh (2002), Mattingly and Bi-
anchi (2003), Bittman (2005), Jenkins and Osbe@®%2, Kahneman and Krueger (2006), Aguiar and Hurst
(2007), Sonnentag et al. (2009), and Sevilla €2&i12).
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2 A measure of concentration of the use of time

The kind of concentration that we aim to measurtha implicit in a vector with the times
spent on a series of activities, i.e. in an adtipitofile. Existing measures of time-use concen-
tration respond to alternative aims, such as measurtra-household specialization (Bonke et
al., 2008) or assessing variability in a sampladtivity profiles (Gonzalez Chapela, 2006), and
require at least two profiles to be computed. Glosennected with the concept of concentra-
tion are the notions of diversity, variety, and gpkzation. A time-use profile heavily concen-
trated on a few activities would be typically clfiesl as little diversified and varied, or as very
specialized. Hufnagel (2008) deals with the evabmadf time-use diversity across consecutive
days, what requires at least two activity profilariety, understood as the number of different
activities undertaken (Gronau and Hamermesh, 28@8, 1979; Sonnentag, 2001), ignores
how time is distributed across activities engagediaumgardner’s (1988) measure of physi-
cians’ degree of specialization is constructed foprantities of outputs, but there may be cases
where the times spent producing the outputs offaoee accurate way of measuring specializa-
tion, or are, indeed, the only available informatio

In the 1960s several articles began to appearekamined the concentration measures em-
ployed in empirical analyses of industrial struetuPerhaps the best summary of those articles
is Hall and Tideman (1967), who developed a setesirable properties for measures of con-
centration in an industry. By equating activity files with industries, activities with manufac-
turing plants, and time with firm size, advantagehmse efforts is taken here for defining a
well-grounded measure of concentration of the disene.

Let B, denote the relative time share spent on activityn=1,..., M. Following Hall and Tide-
man (1967), a measure of concentration of the tisme ought to be: (1) One dimensional, i.e.
unambiguous. (2) Independent of the total timeyasal, but a function of all the,’s. (3) Af-
fected by a change in amy, with concentration increasing (respectively, éasing) if there is

a shift from activitym to n andP, <P, (P, > P). (4) Reduced by onkth if each activity is divid-

ed intoKk more specific activities of equal duration. (5décreasing function afi when time

is spent orMm activities of equal duration. (6) Between 0 and\lthough these properties can-
not determine the best measure of concentratiauseao they serve to discard measures that are
undesirable for theoretical reasons.

A well-known measure of industry concentration thassesses all of the properties set forth by
Hall and Tideman is the Herfindahl-Hirschman indieidl)?. Hence, the measure

@) HHI =Y" P?

which is the sum of the squares of ®llrelative time shares, immediately suggests isel&
measure of concentration of the use of time: tins-dimensional and utilizes all tiRg's. Its
maximum value is 1, which corresponds to the césmmplete concentratior®, =1 for some

2 For an explanation of the origins of this indsse Theil (1967, p. 316).
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m, andP,=00n# m, For givenM, the minimum value i$/M which is attained when all rela-
tive time shares are equal. This minimum approaezkes asM increases. Properties 3 and 4
are also satisfied because a (small) shift frorto n changes expression (1) b{e,-pR,), and
becaus&’ K(rR/K)*=yk¥" R’ The denominatiolHlI is kept to refer to expression (1) hereaf-
ter.

In spite of the theoretical appeal of tHell, the concentration ratio, i.e. the fraction ofian
dustry size held typically by its 4, 8, or 20 lasgérms, has been frequently employed in em-
pirical studies of industrial structure. Besidesngehighly correlated with théiHI (e.g., see
Bailey and Boyle, 1971), the concentration ratimisre operational, for its calculation does not
require knowing the size of every firm in the inttysBut when it comes to measuring concen-
tration of the use of time, and the time-use infation has been collected by the time diary
methodology, that shortcoming of th#HI is less marked: One of the main reasons behind the
current popularity of the time diary is that it pets distinguishing a large number of activities.
For example, if (as is typical of European time-gseveys) diarists record activities in 10 mi-
nute slots and the activity coding list disting@shmore than 144 activities, a researcher could
discern up to 144 main activities on the diary d#@\s the referee pointed out, in practice this
number is much lower, as people cannot survive@®@mihutes of sleep and 10 minutes of eat-
ing to then accomplish 142 other activities.) Indigtis wealth of detail raises a problem since,
for analysis purposes, researchers end up clasgitilie recorded activities into a few time-use
aggregates. As properties 4 and 5 suggest, thadigganay alter the degree of concentration
observed in the data, and since there are many wagsnight classify activities, it calls for
assessing the robustness of the findings to difteaetivity aggregations.

The entropy measure of information theory has lz®&m used as an index of industrial concen-
tration, e.g. see Theil, 1967, and Horowitz anddwatz, 1968. In the interpretation of the lat-
ter, the entropy quantifies the degree of uncestaas to which of the firms in the industry will
secure the custom of a buyer chosen at randomogoasly, the entropy measure

) H=-Y" PInP,

evaluates the degree of uncertainty implicit inaativity profile: The greater the entropy the
greater the uncertainty as to which activity thaividual is carrying out on a minute chosen at
random. Measure (2), however, fails to satisfy prtps 4 (the entropy is reducedibx when
each activity is divided int& more specific activities of equal duration) an¢hé the entropy
ranges between 0 and infinity). According to Halla'ideman (1967), property 6 is not strictly
necessary (it simply makes the measure easiee)o lust property 4 is very necessary if we are
to have confidence in the measure’s cardinal ptmser

Besides appraising existing measures of industngeatration, Hall and Tideman (1967) pro-
posed a new measure of concentration that satiafiexf their properties. The main difference
between thédHI and the so-calledH index is that while the former weights each firgits
relative share, the latter weights by the firm ratke mth largest firm receives weight,
whereby the number of firms in the industry becomephasized. As the number of activities
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engaged in may indicate in part the presence o$tcaints on the use of time (more activities
suggest fewer constraints), one could argue tleantimber of activities should be stressed in a
measure of time-use concentration. This goal ismptished by th@HI equivalent

1
(220 mR)-1

where (abusing somewhat the notation)rttie longest activity receives weigint

3) THI =

3 The concentration of dally leisure activities —
A simple theoretical model

In this section, a simple demand model for dailguee activities is developed that allows ana-
lyzing the effect of the quantity of leisure on degree of concentration. This model can be
viewed as a particular case of Becker's (1965) gertbeory of choice, where, for analytical
convenience, market goods are abstracted. Hermef ttan be seen as the obverse of classical
demand models. Although the definition of leisilsenot completely specified until Section 4,
our concept of leisure tallies with As (1978) natiof free time, i.e. time that is left after satis-
fying basic physiological needs, working for pagdaloing things we are committed to.

On a certain day, an individual is faced with tiheice of dividing a certain amount of leisure
(L) into two activities:

(4) L=L+L,

wherel,, denotes time devoted to activity m=1, 2. Preferences over activities are represented
by the utility function

(5) U(L,L)=(L=r)" (L- )"

(Geary, 1950-51, Stone, 1954; see also Prowse,) 2008ch possesses some desirable proper-
ties. In expression (5, >0 and (without loss of generality), +a,=1. Although there is no
requirement that any, be positive, the sum +J; is interpreted here as the minimum daily lei-
sure needed by the individual to live his/her life.the terminology of Goodin et al. (2005,
2008), . + v, would be defined as necessary time in leisurbpaljh these authors do not con-
sider that everyone needs to devote some timadoréeon a daily basis. Nevertheless, the ex-
istence of a subsistence quantity of daily leisagy not be an unreasonable assumptidhe-

ory and evidence in the field of work and organ@al psychology indicate that leisure allows
recovering our physical and mental capabilitieanfreffort expended at work (see e.g. the

¥ This decision can be viewed as the second sthge2estage budgeting where leisure is weakly sdpar

from goods and the price of leisure is normalized.t
*  The model in Leuthold (1968) allows for “minimweruired” hours of leisure over the year.
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volume edited by Sonnentag et al., 2009; this ofléeisure was also suggested by Becker,
1965, p. 498, and Stafford and Cohen, 1974, aeapticit in Schwartz and McCarthy, 2007).
Also, people may tend to engage frequently in keisictivities in order to gratify psychological
needs such as affiliation, self-expression, owstétinsley and Eldredge, 1995). In our sample
of employed German men, for example, 98.3 percgmbdrt some leisure in each of the three
diary days, whereas in Spain and in the US thegp¢age of the population aged 15+ who re-
ports some leisure on a typical day is, respectjV@T.6 and 95.8.The portion of minimum
daily leisure spent on activity is denotedy,. Influencing the distribution of that minimum
between activities may be factors such as actsatyup costs (created for example by the need
to travel and coordinate with others), the pricéhef goods consumed in the course of the activ-
ities, the degree of recovery obtained from eadivifg or the particular psychological needs
gratified. Intuitively, set-up costs and goods esicshould be inversely related xg whereas
recovery and preferences for the needs gratifiediidhbe directly related. Some evidence on
this issue is provided in Section 4.

Maximizing (5) subject to the adding-up constrg#i yields the following system of demand
functions:

(6) Ln=Vu*an(L=(1+).)), m=12

which expressed in relative shares form produces

@ p,=tn=| Yo (”1+y2j+am(1——yl+y2j, m=1,2
L Vv, L L

Analogously to expression (4.7) in Deaton and Maler (1980, p. 145F, is a weighted av-
erage of demand patterns pertaining to days whesso small tha®, =v,/(x+),) and days
where L is so large thaP, approaches,. P, is increasing and concave inif and only if
a,>y./(n.+r.), and decreasing and convex if the inequality versed® Of course, in this two-
activity model ifP, is, say, increasing in, P, has to be decreasing. The composition of leisure
would be independent af if and only ifa, =y,/(x,+1.) or ,, =0, m=1, 2, whereby, in the light

of this model, the finding of an empirical respow$ée&oncentration ta would add to the sup-
port of the minimum daily leisure assumption.

The direction of the effect of variations iinon the concentration of leisure cannot, in general
be determinea priori.” Suppose, to be specific, that ¥, implying thatP, > P, on days where

> Author’s calculations with data from the Germaim& Budget Survey 2001/2002, the Spanish Time Use
Survey 2002-2003, and the American Time Use Su(&yJS) 2003. In the first two surveys the definitio

of leisure is that of Leisure 1 (see Section 4hem ATUS, leisure is defined as time devoted tdJSTmajor
categories 12 and 13 plus associated travel.

The total leisure elasticitye(= dlog L,/ dlog 1) is determined analogously. ¢f, >y, /(). +V,), thene,>1 and
activity m would be considered a luxury;df <y./(v. +1.), thene, <1 and activitym would be a necessity. In-
feriority cannot occur withw, >0 .

! In the specific case th#t=y: anda, = a,, concentration would always increase with
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L=y +y.. Then, three cases can be distinguished, illestragspectively in panels (a)-(c) of
Figure 1.

Figure 1
The effect of variations inL on the concentration of leisure
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Source: Own illustration.
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In the first caser, >y,/(y.+v.), so thatP, would increase with.. Then, by the third property es-
tablished in Section 2, the concentration of leswould unambiguously increase on days
where the individual had more leisure availablee Becond case assumesy,/(y.+y,) and

a, >a, Hence P, would decrease with, but even ifL were very largeR, would be greater than
P,. Thus, the concentration of leisure would decreaselays where the individual had more
leisure available. The third case shares featurélseoprevious two situations. Suppose again
thata,<y/(v,+v.) , but nowa, <a,. Then,P, would decrease with as in the second case, but
now R, would be above, only in the region where<(y,-y,/a,-a,)+y.+y., being belowk, when
L>(y-w/a,-a)+y.+y.. As a result, the relationship between the quawtitleisure and its de-
gree of concentration would be U-shaped, with thakpof the U located asymmetrically if
(v-v./a,-a,)+y,+y. deviated from the mean bf

4  The concentration of daily leisure activities —
Evidence from time diary data

4.1 Data, Measures, and Correlations

The German Time Budget Survey (ZBE) 2001/2002, teonally representative quota sample
of private households, is particularly unique asch source of information on time use and
labor force characteristics. In the householdsvigeved, all individuals of 10 years and older
were requested to complete three time diaries basek-minute intervals: two weekdays and
a Saturday or Sunday, all pertaining to his/heerexice week. If the completion of some diary
was to be postponed, it was so for a complete wsekhat the effective diary day corresponds
to the same day of the week that the designated Sfagio-demographic and socio-economic
characteristics of household members, includinge@uence of questions about working on
weekends, were collected by means of additionadtiprnaires

Although As (1978) notion of free time is a helpfilassificatory principle of activities, the
classification of some activities may be disputddnce, | will compute more than one measure
of leisure, as in for example Aguiar and Hurst (20a@nd Sevilla et al. (2012). Leisure 1 gath-
ers time spent on social life and entertainmengrtspand outdoor activities, hobbies and
games, and mass media, which are activities thatanaot pay somebody else to do for us and
that are not biological needs. To these, Leisuadds child care (specifically, reading, playing,

The Institute for the Study of Labor offers metedfor this survey at http://idsc.iza.org/metafiédee also
Statistisches Bundesamt (2005). To avoid seasastairtion in the use of time, the survey was conedio-
ver the course of one year, distributing the wilevey size evenly between April 2001 and March2200
The tasks reported in the diaries were coded obdlses of an activity list encompassing some 23vities
capable of aggregation into the standardized Eatrostdes (see Eurostat, 2004). The high averagbeof
activity episodes per day (ranging from the ficsthe third diary day: 25.3, 24.8, and 23.4, reipely), the
very low prevalence of diaries with fewer than 7sepes (0.1, 0.1, and 0.3 percent, respectivehy, the
very low presence of diaries missing two or morsibactivities (0.4, 0.4, and 0.7 percent, respebf) indi-
cate diary data of good quality (Juster, 1985; Redm, 1985; Fisher et al. 2012).
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and talking with child), gardening and pet caree(sfically, the latter refers to outdoor activi-
ties with pets), and volunteer work and meetingsalfy, Leisure 3 will sum together Leisure 2
and time spent sleeping, an activity pursued Igrf@ restorative purposes (e.g., see Biddle
and Hamermesh, 1999As usual, the travel time associated to eachiactsvembedded in the
total time spent on it.

As to the number of activities distinguished)( | will work at a rather aggregated level to
avoid unbalances in the measured detail of themift leisure domains. Thus, in the case of
Leisure 1, the activities distinguished will be gkolisted in the previous paragraph, so that
M =4. The additional activities included in Leisure 2lwerve to assess the impact on the
results of the number of activities distinguishidwill be alternatively set at 5 and 7 for Lei-
sure 2, depending on whether child care, gardesmbgpet care, and volunteer work and meet-
ings are aggregated together. For the same reldswiil] be alternatively set at 6 and 8 for Lei-
sure 3. Previewing the results, our main empirmahclusions will be unaffected by those
changes iM.

The study sample is restricted to employed men 28e89 to exploit the market work reduc-
tion brought about by the weekend for many worlessan exogenous source of leisure. The
sex and age selection criteria are intended toceedample selection issues. | also discarded
persons who completed less than three diaries or imtsome diary, provided unspecified uses
of time, presented fewer than 7 activity episod@issed two or more of the four basic activities
defined in Fisher et al. (2012), or reported nesue2 (as measured with Leisure 1). The last
requirement is a consequence of ittél being only calculated when leisure is greater then

ro, and excludes 1.7 percent of the observatiosissidtisfy the other criteria for inclusion in the
sample. This leaves us with 2,266 men, contribuéirtgtal of 6,798 diary days. Table 1 pre-
sents some characteristics of these persons. Tingdesavill be further restricted for some spec-
ifications to workers who did not postpone the ctatipn of the first diary, which yields a
sample size of 1,431 men. Demographic differenedwdren both samples are statistically in-
significant, although the subsample presents, @ma@e, 15 minutes more Leisure 1 (and 13
minutes less market work) per day, and concentrasi@bout 3 percent smaller.

Table 2 presents sample descriptive statisticshenquantity, cross-activity distribution, and

degree of concentration of leisure, organized byafahe week. The last row of the table lists
the number of diaries used in the calculationssiug patterns are pretty stable from Monday
to Thursday, irrespective of the leisure measursicered. In terms of our narrowest measure,
leisure activities take up (on average) almostdréi@ach of those days, with approximately 61
percent of this time being devoted to mass mediZhpercent to social life and entertain-
ment. Fridays bring about an extra hour of leisamd a change in its distribution, which be-
comes less tilted towards mass media (sleep, ircdbe of Leisure 3) and more inclined to-
wards social life and entertainment.

®  Leisure 1 includes the activities classified idtaligit codes 5-8 of Eurostat (2004, Annex VI).idige 2

includes additionally the 1-digit code 4 and 3-figpdes 341, 344, and 383. To these, Leisure 3 thed2-
digit code 01.
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Table 1

Descriptive statistics
Variable Mean Std. dev. Minimum Maximum
Age 43.2 8.3 23 59
Leisure 1 5.0 2.9 2 19.7
Leisure 2 5.7 3.1 2 21.3
Leisure 3 13.5 3.8 1.2 23.8
HHI Leisure 1 .66 21 .25 1
HHI Leisure 2 .59 21 21
HHI Leisure 2 59 21 19
HHI Leisure 8 48 13 .22 .98
HHI Leisure 3 48 13 22 .98
Variable (%) Mean Variable (%) Mean
Married 79.5 Very good or good health 76.9
College graduate 34.1 Works every“Sat 15.0
Non-German 1.2 Works every Sun 7.5

Notes: Data are of 2,266 employed men. Leisur&psessed in daily hourg.

Child care, gardening and pet care, and volunteek and meetings are aggregated
together”: Those three activities are kept disaggregdteRercentage of those
completing a diary for a SaturddyPercentage of those completing a diary for a Synd
Source: German Time Budget Survey (ZBE) 2001/200&) calculations.

This one-hour increase in leisure has little impattits concentration (when averaged across
individuals) except for Leisure 3, whose concemdgratiecreases by some 8 percent. On Satur-
days, leisure increases substantially, sociaklifd entertainment reaches the weekly maximum
and mass media the weekly minimum. Coinciding \ligse changes, the concentration of lei-
sure decreases noticeably with respect to Fridagm (around 4 percent in the case of Leisure
1 to about 9 percent in the case of Leisure 3).rélofl leisure reach the weekly maximum on
Sundays and concentration the weekly minimum. \Waference to Saturdays, the modest in-
crease in Leisure 1 and Leisure 2 observed on §sridaaccompanied by a substantial reduc-
tion in concentration (11 and 9 percent, respelsfiydue to the larger importance of sports and
outdoor activities. The evolution of concentratmrer the week as measured by Tl is es-
sentially the same. The outstanding preponderahogaes media on those days where leisure
is smaller suggests that that activity’'s minimuniydame might be much larger than that of
other activities. As shown in Table 3, a reasontfis could be mass media’s lower related
travel and necessity of coordination with othergjalv reduce set-up costs. Yet, the fact that
hobbies and games present similar figures but ehrsowller importance on the time budget
indicates that alternative reasons are involved.

At the diary level, the Ordinary Least Squares (PeStimates presented in the first two rows
of Table 4 suggest a U-shaped relationship betwlady leisure and its degree of concentration
that is robust to some individual characteristiod the day of the week. The estimated coeffi-
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cient associated to the quantity of leisure is tiegaand that associated to the square of this
positive, both being statistically different frorarp at the 0.01 levéf.

Table 2
Average leisure (hours per day), leisure distribubn and
leisure concentration, by day of the week — Employeprime-age men

Variable Mon Tue Wed Thu Fri Sat Sun
Leisure 1 3.8 3.8 3.9 3.9 4.8 6.7 7.3
Social life and entertainment .27 27 .29 .28 .34 .38 .32
Sports and outdoor activities .06 .07 .08 .07 .07 .08 12
Hobbies and games .04 .05 .04 .05 .05 .05 .05
Mass media .63 .61 .59 .60 .54 49 .50
HHI Leisure 1 .69 .70 .67 .67 .68 .65 .58
Leisure 2 4.3 4.4 4.3 4.4 5.5 7.7 8.1
Social life and entertainment .23 .23 .26 .25 .30 .34 .29
Sports and outdoor activities .06 .07 .07 .06 .06 .07 A1
Hobbies and games .04 .04 .04 .05 .05 .05 .05
Mass media .56 .55 .54 .54 48 42 46
Child care .02 .02 .01 .01 .02 .02 .02
Gardening and pet care .04 .03 .03 .04 .04 .04 .02
Volunteer work and meetings .05 .06 .05 .05 .05 .06 .05
HHI Leisure 2 .62 .63 .62 .60 .61 .57 .52
HHI Leisure 2 .62 .63 61 .60 61 .56 52
Leisure 3 11.8 11.8 11.8 11.8 12.5 15.8 17.7
Social life and entertainment .08 .08 .09 .09 A4 A7 14
Sports and outdoor activities .02 .03 .03 .03 .03 .04 .05
Hobbies and games .01 .02 .01 .02 .02 .02 .02
Mass media .19 .18 .18 .18 .18 .18 .20
Child care .01 .01 .01 .00 .01 .01 .01
Gardening and pet care .02 .01 .01 .01 .02 .02 .01
Volunteer work and meetings .02 .02 .02 .02 .02 .03 .02
Sleep .65 .65 .65 .65 .58 .53 .55
HHI Leisure 8 .52 .52 .52 51 48 43 43
HHI Leisure 3 .52 .52 .52 .51 A7 43 42
Diaries 904 926 888 944 870 1,180 1,086

Notes: Relative shares showing the distributioleisiure across activities are in italiésChild care,
gardening and pet care, and volunteer work andinuseére aggregated togeth&iThose three activities
are kept disaggregated. Source: German Time Bi®lgeey (ZBE) 2001/2002, own calculations.

The U-shape, however, is not symmetrical: Rangioghfour narrowest definition of leisure to
the broadest, the minimum of the U is reached 2t 9.6, and 20.2 hours, respectively, i.e.
close to the 90th percentile of the correspondiagn@ing distribution of leisure (located,

1% The standard errors listed in Table 4 are rotmketeroskedasticity and clustered at the indafidevel.

elJTUR, 2013, Vol. 10, No. 1 19



Jorge Gonzalez Chapela: A measure of concentratidhe use of time

respectively, at 9.3, 10.2, and 19.3 hours). Hetimepartial effect of the quantity of leisure on
its degree of concentration is negative for moghefleisure range. Computed, for example, at
average leisure values, an extra hour of leisutaaes concentration by approximately -0.027,
-0.025, and -0.02%. implying a 4 to 5 percent reduction in each cageese results change
very little when concentration is assessed withTthi& The minimum of the U is reached at
9.3, 9.6, and 20.1 hours, and the reduction in eotmation induced by an extra hour of leisure
is -0.026, -0.025, and -0.022 when computed ataapeleisure values.

Table 3
Percentage of waking leisure spent on related travand
not alone, by leisure activity — Employed prime-agenen

Leisure activity Related travel Not alone
Social life and entertainment 11.6 79.0
Sports and outdoor activities 9.4 63.8
Hobbies and games 1.7 46.8
Mass media - 46.8
Child care 0.0 97.6
Gardening and pet care 49.3 57.4
Volunteer work and meetings 17.9 64.7

Notes: Mass media has not related travel in the&at activity coding list.
In the ZBE 2001/2002, no respondent reports treslated to child care as main
activity. Source: German Time Budget Survey (ZBB)2/2002, own calculations.

Regarding the other effects presented in Tableafiny a college degree or being in good
health is negatively associated with concentraf@mticularly when sleeping is not included in
leisure. Being married is essentially unrelatedcoocentration when child care is excluded
from leisure, but becomes a strong predictor farcemtration otherwise: ceteris paribus, mar-
ried men’s Leisure 2 concentration is, on averdge 5 percent smaller, the larger reduction
observed when child care is kept disaggregated othrar activities. No statistically significant

differences in concentration are observed from Mgntb Thursday, but concentration (as
measured from Leisure 1 and Leisure 2) is greateFraidays and Saturdays, and smaller on
Sundays. These end-of-the-week differences in carateon might be the result of social

norms regulating the type of leisure activitie®akd on certain days, and/or of the availability
of more leisure companions within and outside theskehold (Bittman, 2005; Jenkins and Os-
berg, 2005).

The existence of a significant and generally neggpiartial correlation between the quantity of
leisure and its degree of concentration does naiodstrate a causal relationship. At the very
least, we are faced with the prospect of omittedabaée bias. It is conceivable, for example,

that persons who like practicing some sport pretess concentrated leisure profiles and de-
mand more leisure.

" This partial effect is computed by subtracting talue of the regression function for concentragwaluated

at mean leisure from this function’s value evaldaethat mean plus 1, holding other regressoesifix
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Table 4

Leisure concentration regressions — Employed primage men

Dependent variableiHi, computed from

Leisure 1 Leisure® Leisure 2 Leisure 3 Leisure 8
Independent variables (1) (2) 3) (4) (5)
Leisure 067 (003  -072 (003)*  -073 (.003)*  -075 (004)* -075 (.004)*
Leisure squared 0037 (.0002F*  .0038 (.0002)* 0038 (.0002)*  .0019 (.0001)* .0019 (.0001)*
Age 6x10°  (.003) 002 (.003) -0023 (.0031) 0026 (.0016)  -.0027 (.0016)
Age squared 1x1D (3x10°) 4x10° (3x10°) 5x10° (4x10°) 3x10° (2x10°) 3x10° (2x10°)
Married 007 (.008) -.023  (.008)* 028 (008)*  -004 (.004) -005 (.004)
College _014 (.006) 012 (.006)* .01 (.006)* 001 (.003) 001 (.003)
Non-German 017 (.031) 036 (.032) 03¢ (.032) -007 (.015) 007 (.015)
Very good or good health -.017 (.007)* -.014 (.007)* 01z (.007)* -.006 (.004) -.006 (.004)
Tue 011  (.009) 013 (.009) 012 (.009) 001 (.004) 001 (.004)
Wed 008 (.009)  -3x10°  (.009) .001 (.009) -.002  (.005) -002 (.005)
Thu 010  (.009) 011  (.009) .01C  (.009) -007 (.005) -007 (.005)
Fri 028  (.009)* 026  (.009)* 026 (009)*  -027 (.005)* -027 (.005)
Sat 027 (.009)* 023 (.009)* 023 (.009)* 001 (.005) 001 (.005)
sun 026 (009F*  -012 (.009) .00¢  (.009) 023 (005)* 023 (.005)*
Intercept 885  (.061)* 878  (.063) 882 (064)*  1.20 (043y*  1.20 (.044)
R? .136 .148 .149 410 .409

Notes: Data are of 6,798 diaries pertaining to @ jp@ividuals. The estimation method is OLS ina@lumns. The independent variable Leisure
is measured in hours and its definition is conatstgth that of the dependent variable. Heteroskgcity robust standard errors clustered at the
individual level are in parenthesésChild care, gardening and pet care, and volunteek and meetings are aggregated togethaose three
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Or that good weather conditions during the sunefgrence week encouraged both the range of
leisure activities undertaken and the demand fsute. Therefore, the estimated partial corre-

lation might be influenced by unobserved individaat/or week effects. It is also possible that

unobserved diary day effects are biasing the estgnd his would be the case if, for example, a

friend’s visit on the diary day promoted both themand for leisure and the range of leisure

activities undertaken. For all these reasons, thim mstimates presented in Table 4 are to be re-
examined.

4.2 Estimation Method

Assume that individudl's leisure concentration and leisure quantity on ddglenoted, respec-
tively, HHIS andL,) are related according to

(8) HHIG = 8y + Bl + B8.L% + B84 + 815+ B4 3"+ +uy, d =123

where thef's are unknown parameters to be estimated. The theeg days available in the
ZBE 2001/2002 are sorted out from Monday to Sundaythatd =1 andd =2 indicate week-
days andi =3 indicates the Saturday/Sunday. Thus, diaries ma@@ed chronologically except
for individuals who postponed the completion of eekday diary. The possible convexity of
the concentration profile is captured by the tetmand L, whose associated coefficients,
and 5,, would be respectively negative and positiNg, 15 and I3 are indicator variables tak-
ing on value one if the diary pertains to the dajicated in the superscript and value zero oth-
erwise. The mean-zero unobserved variablevhich represents individual-level features and
circumstances influencing the concentration ofulesthat were invariant during the survey
week, is allowed to be arbitrarily correlated wikie observed explanatory variables. Included
in 4 would be, for example, the total weekly hours afrkvand the prices of goods consumed
in the course of leisure activities if those pricesre invariant during the survey week. The
mean-zero variable, stands for unobserved factors altering the comagon of leisure on day
d. It is assumed to be weakly exogenous:

9) E<qd|xid71’xid72':ui) =0, d=12:

wherex, = (L, .2 15" 15 ) & andd assumes a chronological ordering (i.e., (9) da¢sald if

i postponed the completion of a weekday diary). Maineenditions similar to (9) are typical of
intertemporal decision making models under uncatya(e.g., see Hall, 1978, and Altonji,
1986), where a rational expectations assumptioreswakto be uncorrelated with explanatory
variables dated at-1 or earlier. In this study, is allowed to be correlated with, and L
because the quantity of leisure is under the indi&i’s control. In this context, it is well-known
that the pooled OLS estimator of (8) is biased ambnsisteni’. To get rid of4 ,define
AHHIS =HHIS-HHLS, AL, =L, —L,, A%, =1%5-L% andAu,=U,—y,. Then,

12 See for example Wooldridge (2002, Ch. 10). Themgotic analysis is as the number of sample intlials

tends to infinity.
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(10) AHHliLs =p,+BAL 3+52AL§23+ VLSSF i +7 S;Pr M vk Sguﬂ " Au

In this expression, eadhis an indicator variable taking on value one & thifference was tak-
en as indicated in the superscript and value zt#herwise. For examplé>™ "™ equals one if
the second diary day is Monday, Tuesday, Wednesutdhhursday, and the third diary pertains
to a Sunday. The unknown parametgrare such tha =-y;, and 5 =8,+y,. It can also be

shown that
(11) v:=ntv,
a result that will be tested in the data.

While expression (10) is a standard cross sectippatéon that can be estimated by OLS, the
key conditions for OLS to consistently estim&@ndg,,

(12a) E((Li3_Li2)(L|3_lTIZ)):O
(a2b)  E((L&-12)(us-y,))=0

will not hold if L, or L2, are correlated with,. | use responses to the questions “Does it happen
that you work on weekends? If Yes, how often?”,alihare asked of all workers by the ZBE
2001/2002, as well ds, and L, to instrumentL,, andaL,. Working on weekends is likely to
have a substantial negative impact on the quaatitgisure (e.g., Bittman, 2005, has found a
big fall in leisure activities associated to Sunaagployment in Australia), and is therefore
expected to be negatively correlated with, and Al%,. The validity of this information as an
instrument relies upon being uncorrelated with gnefices for the concentration of leisure on
the Saturday/Sunday of the reference week. Thisngstson would be questioned if, for exam-
ple, those who work on weekends got more tiredthadlegree of tiredness influenced the or-
ganization of leisure activities. To check for tipatssibility, | estimated (10) by OLS with the
working on weekends instrument (as specified infthlewing paragraph) included among the
explanatory variables. When sleep is not countddisgre, the coefficient on the instrument is
positive but statistically not different from zefihe p-values range from 0.10 to 0.28). When
sleep is counted as leisure, the coefficient onribEument is negative and statistically differ-
ent from zero (§-value 0.01; in the subsampleyvalues are at or around 0.10). These results
cast some doubts on the validity of this instrumenén sleep is considered leisure. The validi-
ty of L, and L, rests on a different rationale: Under the weakgexeity assumption stated in
(9), L, and L, are uncorrelated Withui3.13 Since this assumption will not hold in the case of
individuals who postponed the completion of thetfidiary, these persons will be excluded

13 The validity of L, (respectively,l%) as an instrument foiL, (AL%) does not rule out serial correlation up:

Correlation between,, (or L) anduy can be prompted by a white noise term, wherea®ledion inu, can be
induced by a serially correlated preference shif#eellano and Honoré, 2001, p. 3238). The valigify; andL?

does require, however, thigf andL? exert only a contemporaneous effect-on ;.
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from some estimations. Correlation betwegr(respectively?) andAL, (AL) can be induced
by a time-varying serially correlated preferenceléssure.

Five mutually exclusive answers are possible toattave-mentioned questions on working on
weekends: “Never”, “Every week”, “Every two weeksEvery three-four weeks”, and “More
rarely”, which are provided separately for Satusdagd Sundays. From this information | con-
structed a series of indicator variables correspuntb the five possible responses. The indica-
tor for “Every week”, for example, takes on valué the worker completed a diary for a Sat-
urday (respectively, a Sunday) and reports worlengry Saturday (Sunday), and value 0 oth-
erwise. As shown in Table 1, 15.0 percent of thokese third diary day is a Saturday work
every Saturday, whereas the corresponding figur&émdays is 7.5 percetitReduced form
regressions fonL, andAl, on all exogenous variables, includihg L, and the indicators for
“Every week”, “Every two weeks”, “Every three-foureeks”, and “More rarely”, revealed that
the last three indicators are individually insigraht in each regression. As weak instruments
can harm the finite-sample properties of instrurakemariables (IV) estimators even in large
samples (see e.g. the survey article by Murray6200nly the indicator for working every
weekend will be included in the instrument set.

4.3 Results

Tables 5 and 6 present the estimates of the diftexck equation (10). In Table 5, OLS coeffi-
cients, which do not control for the endogeneityiof andal?, are presented. In Table 6, Gen-
eralized Method of Moments (GMM) estimates caladatvith optimal weighting matrix are
shown. (Auxiliary IV output, including the firstage regressions for the endogenous variables,
is presented in the Appendix.) In both tables, upper panel lists results for the full sample,
whereas results for the subsample of workers wbandt postpone the completion of the first
diary are shown in the lower panel. Heteroskedi#gtiobust standard errors appear in paren-
theses, and probability values in brackets.

WhenaL, andAL are treated as exogenous, a U-shaped relatiobshieen daily leisure and
its degree of concentration similar to that presémh Table 4 is estimated. Although differenc-
ing has reduced the number of observations to 2tpé&aelationship is still precisely measured
and attains statistical significance at the 0.@&lleAccording to the estimates for the full sam-
ple, and ranging from our narrowest definition @fure to the broadest, the U function mini-
mum is located at 9.9, 10.5, and 20.8 hours, résedg, whereas an extra hour of leisure is
estimated to reduce concentration by approxima@28, -0.027, and -0.022 when the effect
is computed at average leisure values. Aggregatiid care, gardening and pet care, and vol-
unteer work and meetings into one activity leavesresults essentially unaffected, as well as
estimating (10) on the subsample.

14 Although Saturdays are considered working daythénGerman working time law, most people do notkwo

on Saturdays, and, for those who work, special besiare agreed upon in most collective agreemétuik-
ing on Sundays is prohibited, but exceptions caagyoved by the authorities. See Bosch (2009jriore
information on working time regulations in Germany.
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Table 5

Linear models for the concentration of leisure — OIS differences estimates

Full sample: 2,266 employed prime-age men
Dependent variablesHH1 5, computed from:

Leisure 1 Leisure® Leisure 2 Leisure 3 Leisure 3
Independent variables 1) (2) 3) (4) (5)
AL, -.064 (.005y* -.065 (.005** -.066 (.005** -.068 (.004)** -.068 (.004)**
ALZ .0032 (.0004)* .0031 (.0003** .0032 (.0003** .0016 (.0001)** .0016 (.0001)**
| SatFi -010 (.016) -.009 (.015 -012 (.015 .027 (.007)** .027 (.007)**
| SumMTW -.048 (.014)* -040 (.014** -.037 (.014** 029 (.007)** .030 (.007)**
| Sur-Fr -.082 (.018)* -063 (.017* -061 (.017* .057 (.008)** .058 (.008)**
Intercept .027 (.012F .026 (.012* .027 (.012* -.006 (.006) -.006 (.006)
R? 110 122 125 319 321
Test for endogeneity
of AL, andAl; (robust
Wald statistic) 1.22 [.54] 1.16 [.56] 1.62 [.44]
Wald testVs = Vit Vs 1.06 [.30] 44 [.51] 25 [.62] .01 [.92] .03 [.87]
Ramsey’s (1969)
RESET 2.79 [.43] 143 [.70] 157 [.67] 15.81 [.00] 15.69 [.00]
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Table 5 (Cont.)

Sub-sample: 1,431 individuals who did not postpitieecompletion of the first diary
Dependent variablesHH! 5, computed from:

Leisure 1 Leisure® Leisure 2 Leisure 3 Leisure 8
Independent variables (6) (7 (8) 9) (20)
AL, -.058 (.006)** -.060 (.006** -.063 (.006)** -.061 (.006)** -.062 (.006**
AL, .0028 (.0004)** .0028 (.0004** .0030 (.0004)** .0014 (.0002)** .0014 (.0002**
| Sat Fri -.027 (.019) -.024 (.017 -.028 (.017) .036 (.008)** .035 (.008**
| Sun-MTW -.055 (.019)* -.052 (.018** -.047 (.018)** .022 (.009)* .023 (.009*
| Sun-Fr -.083 (.021)* -.071 (.020* -.068 (.020)** .053 (.010)** .054 (.010**
Intercept .029 (.014)* .027 (.014* .029 (.014)* -.013 (.007) -.012 (.007)
R? 101 113 117 .308 311
Test for endogeneity
of AL, andALl; (robust
Wald statistic) 7.77 [.02] 5.48 [.06] 5.58 [.06] 9.43 [.01] 9.12 [.01]
Wald test)s =Nt Vs .00 [.98] .02 [.88] .08 [.78] A5 [.70] A1 [74]
Ramsey’s (1969) RE-
SET 5.36 [.15] 29  [.96] 18  [.98] 15.56 [.00] 15.35 [.00]

Notes: Heteroskedasticity robust standard erra@sraparentheses and probability values appearaickbts. The activities included
in AL, are consistent with those in the dependent vari&bChild care, gardening and pet care, and volunteek and meetings are
aggregated togethét; Those three activities are kept disaggregateSignificant at 5 percent. **: Significant at 1 pent.
Source: German Time Budget Survey (ZBE) 2001/200&) calculations.
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Table 6

Linear models for the concentration of leisure — GNW differences estimates

Full sample: 2,266 employed prime-age men
Dependent variablesHH1 5, computed from:

Leisure 1 Leisure® Leisure 2 Leisure 8 Leisure 8
Independent variables 1) (2) 3) (4) (5)
AL, -.13¢ (.069)* -.090 (.033)* -.096 (.034)* -.077 (.018)** -.079 (.018)**
ALZ .0067(.0033)* .0039 (.0016)* .0040 (.0017)* .002 (.0005)** .0021 (.0006)**
| Sat- Fi -.04C (.031) -.025 (.021) -.030 (.021) .028 (.008)** .027 (.008)**
| Sur- MTW -.02¢ (.028) -.032 (.017) -.028 (.017) .025 (.010)* .026 (.011)*
| SumFr -.10Z (.028)** -.078 (.022)**  -.078 (.023)** .055 (.009)** .056 (.009)**
Intercept .11€¢ (.086) .075 (.047) .084 (.048) -.012 (.017) -.010 (.017)
Hansen J test of over-
identifying restrictions
(No. OR: 1) 1.8 [.18] 29  [.59] 37 [.54] 9.79 [.00] 9.43 [.00]
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Table 6 (Cont.)

Sub-sample: 1,431 individuals who did not postpitieecompletion of the first diary

Dependent variablesHH! 5, computed from:

Leisure 1 Leisure® Leisure 2 Leisure 3 Leisure 3

Independent variables (6) (7 (8) (9) (20)
AL, -.072 (.025)** -071 (.021)** -074 (.021F -.115 (.020)** - 115 (.020)**
AL .0010 (.0019) .0023 (.0016) .0024 (.0017)  .0034 (.001)**  .0034 (.001)*
| Sat Fri -.052 (.023)* -.043 (.020)* -.048 (.020) .032 (.009)** .031 (.009)**
| Sun- MTW -.023 (.025) -.042 (.019)* -.037 (.019) -.001 (.015) .001 (.015)
| Sun- Fri -.090 (.025)* -.089 (.022)** -.086 (.023y .036 (.013)** .037 (.013)**
Intercept 129 (.043)** .089 (.031)* .092 (.03%F -.023 (.012) -.021 (.012)
Hansen J test of over-

identifying restrictions

(No. OR: 1) 53 [.47] 27 [.61] 56 [.45] .08 [.78] .05 [.82]

Notes: Heteroskedasticity robust standard erra@sraparentheses and probability values appearaickbts. The activities included

in AL, are consistent with those in the dependent varidblall columnsaL, andAL are instrumented withy,, L andthe indicator

for working every weekend: Child care, gardening and pet care, and volunteek and meetings are aggregated togethd@hose
three activities are kept disaggregated. *: Sigaift at 5 percent. **: Significant at 1 percent.

Source: German Time Budget Survey (ZBE) 2001/200&) calculations.
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Instrumenting forL, andAL% tends to increase (in absolute value) the estindtandg,, alt-
hough the implied relationship between daily leesand its degree of concentration continues
being U-shaped. Estimates are more imprecise,ttaib atatistical significance at the 0.05 lev-
el. According to the estimates for the full sampled presenting again the results from our nar-
rowest notion of leisure to the broadest, the Wciam minimum is located at 10.3, 11.7, and
19.2 hours, and an extra hour of leisure reducaserdration by approximately -0.064, -0.044,
and -0.021 at average leisure values. In the sullsaf is negative and, is zero (at standard
significance levels) in the case of Leisure 1 aedsilre 2, thereby implying an inverse linear
relationship between leisure and its concentrafhen sleep is counted at leisure, however,
the implied relationship is again U-shaped, thekpsaeached at 17.0 hours, and an extra hour
of leisure reduces concentration by approximat@l920 at average leisure values.

Since the number of excluded instruments (threegeds the number of endogenous variables
(two), it is possible to test the overidentifyirgstrictions on the excluded instruments. The test
statistic (Hansen, 1982, J-statistic) is the mimgdivalue of the GMM objective function, and
is asymptotically distributed a€ with degrees of freedom equal to the number ofideetify-

ing restrictions (one in this case). The main ougduhe overidentifying restrictions test is pre-
sented separately for each leisure definition atibttom of each panel in Table 6. When sleep
is excluded from leisure, the p-value for this tieshbove standard significance levels, so that
the validity of the instruments is not question¥dt, when time spent sleeping is counted as
leisure, the validity of the instruments is cleasjected in the full sample (p-value 0.00). In the
subsample, the validity of the instruments is wathin confidence bounds irrespective of the
leisure definition.

The fact that IV estimates do not expose substdntiaes in OLS results suggests thiat and

A%, could not be endogenous. To test for endogertbigyresiduals from regressing; andAL’,

on all the exogenous variables were added to eattfeadegressions presented in Table 5 (ex-
cept those in columns (4) and (5), where the insémits revealed as invalid). Then, the joint
statistical significance of the residual terms atle regression was tested using a robust Wald
test (Wooldridge, 2002, p. 121). Listed in thedhiirom last row of each panel in Table 5 are
the results of this test. In the full sample, th&ino of exogeneity is well within confidence
bounds. In the subsample, the test results sugjggsiL,, andALl’, are endogenous, particularly
in the cases of Leisure 1 and Leisure 3.

Additional specification checks can be carried loytesting the restriction on the coefficients
in (11) and by testing the statistical significamégowers of the fitted values in the regression
for aHHI;. Under the assumption that model (8) is correct) (s obviously true in the popula-
tion, but estimation biases could impede its veaiion in the data. Under the same assumption,
powers of the fitted values added to (10) mustdietly insignificant (Ramsey, 1969). Results
of robust Wald tests for the hypothesis in (11) &odtesting the joint significance afiis’
anris andannis” in (10) are presented at the bottom of each pariBhble 5 separately for each
regression. The null in (11) is safely within cal@ihce bounds in all cases. When sleep is not
counted as leisure, the claim of no functional fams-specification is not rejected. Therefore,
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and in agreement with panel (c) of Figure 1, a gaisx function seems sufficient to represent
the leisure concentration profile in that case., Yidten sleep is counted as leisure the claim of
no functional form mis-specification is clearlyeejed.

Overall, the preceding specification checks tendatmr the estimates in columns (1)-(3) of
Table 5 and (9)-(10) of Table 6, which tell a ratbensistent story: The concentration of daily
leisure activities decreases with the hours oluleisavailable until hours are so large (around
the 90th percentile of its empirical distributianthe case of Leisure 1 and Leisure 2; around
the 75th percentile in the case of Leisure 3) tacentration reverses its trend. Thus, when the
quantity of leisure is small individuals concengrain a few leisure activities, whose relative
importance in the time budget diminishes as moigute becomes available. Interpreted in
terms of our theoretical model, this empirical eattis in agreement with the case shown in
panel (c) of Figure 1, if the equivalent 0f-,)/(a,-a)+y,+y. were located well above the
mean ofL. It likewise rejects the claim that daily leisusenot required for subsistence, i.e. that
¥.=V,=0. Regarding the size of the effect, at averageileisalues the concentration of Leisure
1, Leisure 2, and Leisure 3 would decrease aroupérdent with an extra hour of leisure, but
the reduction would be much stronger at for exartipe25th percentile of the leisure empirical
distribution: 8, 10, and 10 percent, respectively.

The estimation results also suggest the existehdaysof-the-week effects on leisure concen-
tration. There is some evidence of a Friday effgsten by minus the coefficient associated to
157 when sleeping in included in leisure: Keeping stant the quantity of leisure, leisure
activities become, on average, less concentratedrradays than in the period Monday-
Thursday. The Saturday effect (estimated by theraept) is positive in the case of Leisure 1
and Leisure 2, and suggests that, at average detsuncentration values, the concentration of
leisure is about 4 percent larger on Saturdays ithdéme period Monday-Thursday. Concentra-
tion on Sundays (obtained by adding the coeffigessociated to the intercept and ¥ "™)

is smaller to that observed in the period Mondaw§Htay in the case of Leisure 1.

| re-estimated the model in (10) by the methodslaempd above but replacingiHi; with
ATHI;. The different weighting pattern implicit in tHeHI revealed empirically insignificant.
The most reliable estimates suggest, again, a Pesheelationship between the quantity of
leisure and its degree of concentration. The pdake U is located at 10.0, 10.5, and 17.5
hours (ranging from our narrowest definition ofsiaie to the broadest), and an extra hour of
leisure is estimated to reduce concentration byagmately 4 percent when the effect is com-
puted at average leisure values. | also re-estinée model excluding the travel time associ-
ated to each activity, finding that the main firgrreported here were preserved.

5 Conclusions and directions for future research

We have presented the Herfindahl-Hirschman ind#tl} as a well-grounded measure of con-
centration of an individual’s activity profile. Thaperationality of theHHI as a measure of
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time-use concentration is highest when informatiarthe allocation of time is collected by the
time diary, as this methodology achieves the highakdity and reliability in the measurement
of the use of time. The set of weights with whiekative time shares are combined in kel
revealed empirically insignificant in the applicaticontained in this study. Similarly, the main
empirical conclusions remained unaltered when tinaber of activities distinguished in the
activity profile was expanded.

A daily leisure demand model predicted a lineacamvex profile for the concentration of lei-

sure activities in response to variations in thamjiy of leisure available. The observed re-
sponse in a sample of prime-age German men wasdnoevex, with the peak of the function
located well to the right of average leisure. Tentify this behavior we relied on sequential
moment conditions for the concentration of leisarel on weekend working arrangements,
which revealed as valid and relevant instrumengalables in many of the specifications con-
sidered.

The observed leisure concentration profile is cstesit with the existence of a minimum quan-
tity of daily leisure postulated in the theory.likewise suggests that individuals having less
leisure opt for a more concentrated (and perhags laried in the sense of Gronau and
Hamermesh, 2008) pattern of daily leisure actisiti@hereby recreation sector firms should
probably differentiate their products the most am-working days. The behavior of women as
well as of younger and older men will permit judgithe generality of this pattern. Controlling
additionally for possible self-selection into thebor force, the estimation of our empirical
model could be extended to working women. For sitgjdhe exogenous reduction in classes
and lectures brought about by the weekend couly thla role of the weekend working ar-
rangements in the instrument set.

As market work crowds out leisure (e.g., see Haneslm2006, and Donald and Hamermesh,
2009), another implication of our findings is thraarket work is constraining the pattern of

daily leisure activities. Evaluating the effectttilais constraint exerts on individual well-being

should be also the goal of future research (thdezme on the effect of the breadth of leisure
activities undertaken on individual well-being &frer limited and mixed; see e.g. Ray, 1979,
and Sonnentag, 2001), as well as estimating theuatmad money required to offset that con-

straint, which seems relevant for designing effectiourly rate and overtime compensations.

Appendix

Table 7 presents OLS regressions for the poteptaildogenougl,, and AL, separately for
each leisure definition. The upper panel of théet@esents results for the full sample, whereas
results for the subsample of workers who did ndtpone the completion of the first diary are
shown in the lower panel. Standard errors (showrpanentheses) are robust to hetero-
skedasticity.

elJTUR, 2013, Vol. 10, No. 1 31



Jorge Gonzalez Chapela: A measure of concentratigdhe use of time

First-stage regression forAL, and A%, — OLS estimates

Table 7

Full sample: 2,266 employed prime-age men
Dependent variables (the definition of leisurendi¢ated by the number after the comma):

ALl A7 AL,,2 ALZ,2 AL,,3 ALZ,3
Independent variables (2) 3)
Works every Sat/Sun - 747 (.210)* -12.34 (2.77)* 975 (.233)** -16.05 (3.34)** -1.6€ (.27)* -52.88 (7.97**
L, -.269 (.104)** -4.31 (1.71)* -.460 (.107)** -7.27 (163** -1.02 (\19p* -30.08 (5.68**
L2 .030 (.009)** .553 (.159)** .038 (.009)** .694 (.157)** .03t (.006)* 1.06 (.20**
| SaFi -.648 (.194)** -4.91 (2.73) -.897 (.211)* -9.23 (3.30)*  -.52¢ (.222) -10.94 (6.68
| Sun- MTW 530 (.174)** 4.52 (2.44) .333 (.189) 1.03 (2.90) 1.9¢ (.22)* 62.06 (6.50**
| Sun- Fr -.460 (.229)* -3.19 (3.40) -1.03 (.24)* -13.51 (3.91)**  .82€ (.263)* 31.81 (8.18**
Intercept 3.28 (.29)** 39.00 (4.18)** 452 (.33)** 6 (5.16)* 11.27 (1.31)* 318.9 (39.0**
R? .045 .054 .051 .053 107 113
Kleibergen-Paap rank test 6.61 [.037] 22.11 [.000] 57.52 [.000]
Cragg-Donald statistic 2.70 9.47 26.2:
Kleibergen-Paap-statistic  2.20 7.35 19.11
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Table 7 (Cont.)

Sub-sample: 1,431 individuals who did not postpitieecompletion of the first diary
Dependent variables (the definition of leisurendi¢ated by the number after the comma):

ALl A7 AL ;2 ALZ,2 AL;,3 ALZ,3
(4) (5) (6)

Works every Sat/Sun - 768 (.243)** -12.56 (3.35)** -932 (.278** -15.32 (4.18)* -1.57 (.34)** -49.75 (10.02)**
L, .021 (.108) 4.66 (1.65)** -8 (121 4.5% (2.01y .395 (.212) 2191 (6.66)**
L -.019 (.009)* -525 (.155)** 028 (.010* -.65¢€ (.180)y* -.028 (.008)** -1.15  (.25)**
| Sa-Fi -.820 (.224)** -7.19 (3.22)* 1.11 (.253** -12.63 (3.88)* -.465 (.254) -10.48 (7.68)
| Sun-MTW .880 (.224)** 10.27 (3.33)** 54¢€ (.241* 5.22 (3.93) 2.21 (.26)* 72.25 (8.00)**
| Sur- Fr -.334 (.289) -1.83 (4.38) 952 (.304** -13.5¢ (4.98)+* 937 (.324)** 34.20 (10.11)**
Intercept 3.21  (.30)** 27.93 (4.27)** 431 (377 44.9% (5.74)* 3.67 (1.40)** 30.63 (43.2)
R? 061 .038 .08¢ .05¢ 159 149
Kleibergen-Paap rank test 26.11 [.000] 34.7¢ [.000] 55.94 [.000]
Cragg-Donald statistic 9.68 14.4t 26.47
Kleibergen-Paafp-statistic 8.66 11.5¢ 18.56

Notes: Heteroskedasticity robust standard err@sreparentheses and probability values in brackgtis measured in hours and its definition is
consistent with that of the dependent variable. Chagg-Donald statistic is the minimum eigenvaltithe F-statistic matrix analog for testing the
joint significance of the excluded instrumentstio@ first-stage regressions. The Kleibergen-Haafatistic equals to a quadratic form of an
orthogonal transformation of the smallest singukdue of the F-statistic matrix analog. The Kleder-Paag- statistic reduces to the
Cragg-Donald statistic when the reduced-form eravesi.i.d.”: Significant at 5 percent.: Significant at 1 percent.,

Source: German Time Budget Survey (ZBE) 2001/200&) calculations.
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Given the definition ofAL;, by which leisure hours on a weekday are subttattan leisure
hours on a Saturday or Sunday, it is not surprigingstimate a positive and large coefficient
associated to the intercept: Ranging from our meesd definition of leisure to the broadest, the
estimates are 3.3, 4.5, and 11.2 hours, respegtiféle leisure gain brought about by the
weekend is smaller for individuals working everyekend, whose weekend leisure forgone
increases as the definition of leisure broadens: D0, and 1.7 hours less, respectively. This
effect is precisely measured and attains statlssigaificance at the 0.01 level. Irrespective of
the leisure definition, the partial effect bf on AL, or A% is negative for most of the leisure
range, a result that seems partly driven by thétipescorrelation betweet,;, andL,. (In the
case of Leisure 1, for instance, this correlat®f.P6, whereas that betwelgnandL; is -0.01.)
Although all excluded instruments are statisticalignificant at the 0.01 level in the full sam-
ple, and most of them achieve standard significdeeels in the subsample, with two endoge-
nous regressors the statistical significance ofett@uded instruments is not sufficient in gen-
eral to identify theB's, as identification requires that the matrix wikte reduced-form coeffi-
cients associated to the excluded instruments hdveank (Wooldridge, 2002, p. 214). We
have tested the null hypothesis that this matriesdwot have full rank using the Kleibergen and
Paap (2006) rank test. The p-values of this teged in Table 7, indicate that our instruments
are adequate to identify ti#&s.

As is well-known, when the vector of instrumentsaisakly correlated with the endogenous
regressors, standard IV coefficient estimates tenbe biased towardim(3*®) even in very
large samples (e.g., see Staiger and Stock, 19@7Stock and Yogo, 2005). Since weak in-
struments can also distort the significance lefaidests based upon standard IV, we shall test
for weak instruments using the Stock and Yogo (2G@fe-based test.Its null hypothesis is
that conventional 5%-level Wald tests for e based on IV statistics have an actual size that
exceeds a certain threshold, for example 10%. @stestatistic with two endogenous regressors
is the Cragg and Donald (1993) statistic, whoselesrand definition are provided in Table 7.
Table 7 also presents the value and definitiomeftstatistic form of the Kleibergen and Paap
(2006) statistic, which can be interpreted as agsization of the Cragg-Donald statistic to the
case with non-i.i.d. errors in the reduced-formstie endogenous regressors. Critical values
are taken from Stock and Yogo (2005, Table 5.2)a3sure, for example, that the actual size of
5%-level tests for th@'s is no greater than 10% (respectively, 15% and 2H96)test statistic
must be greater than 13.43 (8.18 and 5.45) witketl@xcluded instruments. In this study, the
value of both statistics is generally above the 1B#éshold critical value, the main exception
being the regressions for Leisure 1 on the full@amHence, the estimates presented in column
(1) of Table 6 may be biased towarith(3*) because the instruments appear as weak.

> The alternative Stock and Yogo (2005) bias-basetrequires at least four excluded instrumentsnathere

are two endogenous regressors.
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Abstract

Abstract: Short Message Service (SMS) text mesgagia ubiquitous technology available on the waajority
of cellphones in use in 2013. It provides a comramnological denominator between mobile deviceaseairly
every make and model, supplying researchers anuavencollect data without the expense and difficolf
designing specific applications for every cellphamadevice on the market. SMS/text messaging wad as a
method of data collection using a sample of stuglroim a large, Midwestern university. The procedadapted
conventional time use measurement procedures tbefitlevice, the sample, and the behavior of istedster
answering questions on a brief Web survey, respusdeere asked to text researchers for five dgydating
major changes in their activities. Following datdlection, data from the text condition was complate that
from a conventional (Web) survey and data fromaenmge record check from campus recreation fadlite
validate reports of the behavior of interest — jdgisexercise and activity. Findings suggest tlespondents
provided consistently high quality data on selfengp of the behaviors of interest. Moreover, patadaeasures
of text data quality (e.g., number of text messagad, number of days with messages) predict dzdéty on
the behavior of interest.
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1 Introduction

Short Message Service (SMS) text messaging is wiaadl frequently used by young adults.
In a recent study by researchers at Ball State éJgity, 99 percent of students reported hav-
ing a cellphone, and virtually all of these studgi®7 percent) reported sending and receiving
text messages (Ball State University, 2009). Mahthese young adults text prodigiously. A
recent study by the Pew Research Center estimhttdybung adults send an average of
109.5 texts a dayyMoreover, the heaviest users of texting prefet textalk. Over half (55
percent) of adults sending or receiving more thiiy text messages a day prefer a text mes-
sage to a phone cdll.

More than just the ubiquity and utilization of ttezhnology makes it of interest to social sci-
entists in search of data collection opportuni{@shober et al., 2013). Perhaps even more
important is the manner of its use. In conjunctrath other more recent, web-based social
networking technologies and applications (e.g.tamsMessaging [IM], Facebook, Twitter,
Foursquare, Google+), texting is used to repontecuractivities and locations to others. All
of these technological tools provide researchets mew opportunities for data collection, as
well as data mining, to address a wide varietyoafa science concerns.

However, SMS provides researchers a data collecygortunity not shared by its more re-

cent competitors. SMS is a ubiquitous technologgilaisle on nearly all cellphones in use
today. It does not require state-of-the-art tecbgplor cutting edge consumer electronics
(e.g., a smartphone running the latest versionawfgi’'s Android or Apple’s iOS) nor does it

require additional software development or anyrmediary Web-based application (e.g., a
Twitter client, a Facebook app, Whatsapp or an lient, or a custom software application)

for data collection (Raento, Oulasvirta, & EagleQ®?). Rather, SMS/text messaging provides
a common technological denominator between smangg@nd basic cellphones of nearly
every make and model, supplying researchers anuaviem data collection without the ex-

pense and difficulty of designing specific applioas for every cellphone on the market.

Beyond its ubiquity, three other reasons undediree benefits of using SMS, rather than a
downloadable software application. First, requirsugvey respondents to download an appli-
cation to participate generates respondent appsedrerand can negatively affect response
rates (Walton, Buskirk, & Wells 2013). Second, iegtprovides a perception of privacy and
confidentiality unavailable (or not easily availeplwith Web 2.0-based social networking

The same study put the median number of textsl@grat about 50. The difference between the madn a
median shows that the distribution is highly pesity skewed, suggesting the presence of some very e
traordinary texting outliers.

Notably, this survey was conducted, via voicelatdline and cell numbers. The response ratehfercell
sample was 11.5 percent, two points less tharfahaiie landline sample.
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applications® Other current messaging applications (e.g., Twiffacebook, Foursquare) are
a one-to-many communication technology by theiyveature. Typical use of these services
involves sending a report on one’s current actjditgation, or state of mind for multiple (or
all) other users of the service to see. This defaightfully (and hopefully) leads to a selec-
tion bias of what is shared and what is not (sdehta& Hinduja, 2010). Thirdly, and relat-
edly, are additional privacy concerns involving @mship of the data and the potential for
inadvertently sharing information with a larger eumte of users than intended. Texting,
however, is inherently a one-to-one communicatioanoel, lending itself more naturally to a
data collection procedure in which a confidentyadissurance can be implemented.

However, for all of its benefits, text messagingaadata collection mode has drawbacks. In
the US, cellphone and smartphone users pay eitimamahly fee or per text for incoming and
outgoing messages. These fees are in addition thtyacharges for voice and data, and may
potentially lower participation. SMS also preseatsobstacle to the conventional standard-
ized question and response scale paradigm (seeeF&Wangione, 1990). Certainly, stand-
ardized questions and response options could liEh@ve been) sent by way of SMS to the
respondent with instructions for the respondergei@ct an answer to and respond with the
numerical code reflecting their answer back tordsearcher. However, texting is, by the na-
ture of the medium, idiomatic. Unlike a Web surweigh checkboxes or radio buttons, con-
sistency checks and forced response, there isngpthiprevent the SMS/text respondent from
answering how s/he sees fit, regardless of thedatdized options. While respondents could
potentially be trained to respond with a numbepeiséed with a response option, changing
the expressive nature of the text message to fora® the standardized questionnaire para-
digm fails to capture the strength of the method.

Many SMS-based data collection procedures prewouséd, even those labeled “diaries,”
have been somewhat more akin to the Experience IBgriiethod (ESM) or conventional
survey data collection. For example, in an “SMSnHaiary” Alfvén (2010) asked respond-
ents to reply to six messages a day using a pregedacoding scheme to report intensity, du-
ration, and results of pain. Similarly, Anhgj andlslrup (2004) used SMS to send a series of
yes or no questions measuring the occurrence bimassymptoms and use of medication to
respondents at preselected times during the day.

In these examples and other extant work, reseaxdhérto leverage the strengths of using
SMS for diary data collection. The idiomatic natafeSMS is a strength of the time diary
method of data collection. The strength of chrogmally based data collection procedures,
like time diaries, is in their ability to avoid thmeeasurement bias that plagues direct survey

This is not to say that the transmission of teetssages is perfectly confidential. However, textéew
their phones as private devices and believe tleetis a “widely accepted, unwritten rule” abow tonfi-
dentiality of text messages (Hakkila & Chatfiel@05).

Verbatim responses are not without their own [mwmis, of course. Each message requires codingxan e
pensive and time-consuming proposition. Moreothex,nature of text messaging is miserly with time a
effort, with a focus on abbreviation. Many of tigbreviations used in texting are now well knowd do
not necessarily present coding problems, althodigisyncratic abbreviations or acronyms may.
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questions on normative behaviors (Bolger, DavisR&faeli, 2003). Like other normative
behaviors, physical exercise is widely understaolet overreported in surveys using conven-
tional direct questions (Ainsworth, Jacobs, & Le®892; Chase & Godbey, 1983; Klesges,
1990). Verbatim responses to open-ended questians “What did you do next?”) allow
researchers to avoid direct questions about spdmihaviors of interest (i.e., “Did you go to
the gym?”) (Robinson, 1985, 1999; Stinson, 1998)rdby avoiding prompting self-reflection
on the part of the respondent, and yielding leasdd and higher quality data on many nor-
mative behaviors (Bolger et al. 2003; Niemi 1998z@nek & Smale, 1999.)

Like all data collection procedures, chronologigdbased data collection procedures also
have weaknesses, two of which are pertinent todisersation. First, respondents may fail
to report activities of very brief duration thatppen frequently during the day. For example,
trips down the hall to use the restroom or to tlaewfountain are likely to be omitted as re-

spondents tend to focus on longer activities (¢hgse that last for hours rather than minutes
and the sorts of activities around which the daglaned. Therefore, the focal activities of

such a data collection procedure should be these sbmajor activities.

A second main weakness of chronologically based datlection procedures is primarily
related to the heavy burden they place on respasd€his burden can result in high rates of
nonresponse — either through refusals to partieipfzt yield increased unit nonresponse or
incomplete participation as respondents quit theysor choose to participate intermittently,
resulting in partial interviews and item nonresphi order to reduce the burden of the data
collection process, diaries can be, either by @searcher’s design or by the unilateral deci-
sion of the respondent, filled out at the end @f day or at the end of the reference period.
However, shifting the timing of diary completion ayvfrom the time of occurrence of indi-
vidual activities can result in poorer data quasisyrespondents may introduce errors into the
data collection procedure, like forgetting to irdduevents or attributing them to incorrect
times.

Notably, the SMS procedure may not relieve responbterden; rather, it may lead to in-
creased time spent on the data collection tagkoadh this time may be more equally distrib-
uted throughout the diary day. However, the SMS@dore does offer some promise as it
incorporates features that address these weakrmsdesay lead to higher quality data. First,
respondents can be asked to report on attitudéglmaviors in situ and as they occur. This
application of a real-time data collection proceduoray help to reduce forgetting and other
memory problems. Second, the procedure may overemother problem with retrospective
reporting — editing and judging. Without the tintereflect and put activities and feelings in
context, an SMS-based reporting procedure may leetalavoid much of the social desirabil-
ity effect and other sources of bias inherent &amdardized survey questions. While perhaps

Notably, ESM would also likely fail to adequateheasure activities that are very brief in duration

The AAPOR Standard Definitions and other nonraspderminology, while still very useful, fit someat
awkwardly in the case of time use data collectiBor example, there are not “items,” per se, talipped,
although certainly skipping parts of the data adiltn process yields a similar outcome.
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not true for all behaviors and activities, espégiabntranormative, illegal, or embarrassing

activities (e.g., illicit drug use or sexual actyyi or those of high frequency and brief dura-

tion (e.g., using the restroom or getting a drifikvater), this procedure should allow a more

accurate measurement of the normative activitiasdhe often overreported and that could be
considered major activities in a day’s schedulg.(going to religious services, volunteering,

or exercising).

Third, using a technology that some hard-to-sup@yulations (e.g., young adults) find rele-
vant to their daily lives may yield a more reprdaéne achieved sample. Commonly used
sampling designs, like random digit dialing, typiggroduce sampling frames that yield un-
dercoverage of the young adult population (Blumigiguke 2007; Currivan, Roe, & Stock-
dale, 2008). Making matters even worse, conventismaey modes commonly result in high
rates of nonresponse amongst sampled individualighage group (Groves & Couper,
1998). Combined with an appropriate sampling desifis adoption and adaptation of a
technology used frequently by young adults may jiean additional level of interest to lev-
erage their participation (Groves, Singer, & Cogpi2000). In sum, using texting in a manner
similar to other diary-like Web-based applicatidns., Facebook and Twitter) may encour-
age the participation of young adults, garnerirghlr rates of cooperation than more conven-
tional data collection methods.

While not a panacea, an SMS-based chronological adtection procedure does offer some
promise in reducing these forms of error. Howevee, promise of this procedure strongly
depends on three important considerations. Finsttarget population must be one that fits
well with the method (e.g., a population with athigate of ownership and use of cell- or
smartphones, preferably with unlimited texting platike young adults).Second, the sam-
pling frame should either contain cellphone numlmerbe readily switchable between a re-
cruitment mode (e.g., Web/email, landline phone])it@a cellphone number for data collec-
tion. Given the requirements of the first point, M&mail would be the obvious choice.
Third, the research problem or question must betloaiefits the method well (e.g., an interest
In major activities, rather than very frequent slbrt-duration activities).

The current project matches these requirements ei$ technology was used to obtain re-
ports from a sample of university undergraduatganding their daily activities. The research
was focused specifically on the validity of measueat of physical exercise although this
emphasis was not disclosed to respondents. Sirgcestbne of the first attempts to implement
this method in a rigorous research project, itseful to examine these data to determine how
well the method worked, the quality of the datprdduced, and what can be done to improve
each. To this end, a series of paradata indictdidesused to predict the observed criterion
validity of the focal behavior, physical exercigauaiversity recreational sports facilities.

" If used in a more general population, adequatelifig must be available to purchase text-enabléld ce

phones for respondents, and/or reimburse themhictst of the text messages, and provide traifing
their use.
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2 Data and methods

A random sample of 325 undergraduates, stratifiegemder and year in school, from a large,
Midwestern university were sent an email invitattorparticipate in the “[University Initials]
Student Daily Life Survey” in March and April 201The invitation was sent to the student’s
university email address and included a link to @bvgurvey. An email reminder to complete
the survey was sent three days after the initnatation, and a final reminder was sent five
days after the first reminder email.

The Web survey was comprised of approximately twepiestions about usage of university
facilities. While the true purpose of the study wasneasure use of university recreation fa-
cilities, questions about type and frequency of afseampus libraries, the student union, and
other facilities were also asked to mask the fafute study. Respondents were asked about
their “typical” use of recreational facilities ommpus and their “usual” activities at these fa-
cilities (e.g., weightlifting, swimming, aerobicsnd cross-training). Respondents received ten
dollars upon completion of the Web survey. 124 oeslents completed the Web question-
naire yielding a response rate of 38 peréent.

The final question of the Web survey was a regteegarticipate in the SMS data collection
procedure. Respondents were told that participatidhis part of the project entailed sending
text messages to the research team reporting atiges in their major activities for a period
of five days. In acknowledgment of their participat respondents were told that they would
receive an additional thirty dollars at the conidasof their participation. If the respondent
was amenable to participating, s/he was askedter érs or her cellphone number. 87 per-
cent (108 of 124) of the respondents who complétedVeb survey agreed to continue into
the text component of the study.

Respondents were emailed a two-page participamteguietailing how and what to report.
The first page described the purpose of the stilmytasks required of the respondent, an ex-
ample of a full day of nine text messages, anductbns on how to text updates to the re-
search staff. Respondents were asked to repachafiges in their major daily activities and
where they were taking place. The second pageeofititument was a FAQ list, including
instructions on how to report late activities anldom to call or email with questions or con-
cerns.

Respondents were assigned to one of five five-ddg periods. Cohorts of text respondents
were distributed over a two-week period to ensureeage of both weekday and weekend
days. Respondents were reminded multiple times daghto send messages updating their
activities. These reminders were more frequenthanfirst day of their participation (four
times, at 10:00 AM, 1:00 PM, 5:00 PM, and 8:00 Pyl less frequent on the final days of
participation (two reminders, at 10:00 AM and 8@®I). 81 percent (87 of 108) of the re-

8 All response rates are computed as AAPOR RR Shere are no ineligible cases or cases of unknown
eligibility.
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spondents who agreed to participate in the texditon sent at least one text during the field
period.

At the completion of the texting component of thedy, each respondent was asked for his or
her student identification number so that studyf steuld request records on each respond-
ent’s use of campus recreation facilities. Thesends are the product of the scanning of stu-
dents’ identification cards upon admission to taelities. This process records the student’s
identification number and the time and day of athnite to the facility. 77 percent (67 of 87)
of the respondents who completed the text conditiermitted access to their record data,
yielding final effective response rates of 27 patder all texters and 20 percent for respond-
ents allowing access to verification data.

2.1 Measures

Six paradata measures of data quality were obserddwill be used as independent varia-
bles in the following analyses: (1) the total numbktext messages sent, (2) the number of
days the respondent sent messages, (3) the p@&fcerdssages sent late, (4) the number of
days the respondent skipped, (5) the percent artephat are temporally proximal to a re-
minder text, and (6) the number of messages tleategieats of prior messages. Two outcome
variables will be used in the following analyseb). the validity (whether overreported or un-
derreported) of the respondent’s claim of the nunabelays s/he exercised at University fa-
cilities, and (2) an indicator of respondent corapbe with the record check procedure. Each
of these will be described in greater detail.

Total number of messages. The number of messagesss#early an indicator of data quali-
ty. The fewer messages sent by the respondenmaine likely activity has not been reported
and the more poorly the corpus of the respondengssages will represent his or her activi-
ty. For example, unless the entire day was spenn iiéd, it is unlikely that one message
could capture a respondent’s daily activity. Reslgoiis sent a total of 1904 messages, rang-
ing from 2 to 59 messages per respondent (omithiagespondents who agreed to participate
in the texting component of the study but did rerida text). Respondents averaged 22 mes-
sages (s.d. = 10.8) during their assigned fielibpeosf five days-’

Number of messaging days. Respondents were asdigraate of five five-day reporting pe-
riods to distribute reporting across the seven adybe week. On average, respondents sub-
mitted messages for 5.1 days (s.d. = 1.1), ran@jiogn 2 to 8 days. Most respondents
(81 percent) reported activities for at least fdag/s. As this suggests, a number of respond-
ents (31, or 36 percent) reported activities forenthhan the requested 5 days, while 19 re-
spondents (22 percent) reported on fewer thandays. Failing to send updates for a given

Clearly, this will vary by day of the week. Weeld tended to have more activity than weekend dzsys,
pecially Sunday, which elicited the fewest numbfemessages.

In determining date received, messages receifted midnight that reported an activity at the eafdthe
day, typically “going to bed,” were coded as reeélithe previous day.

10
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day yields missing data, which may contribute etooestimates. Therefore, sending messag-
es on fewer than the five days assigned likely tiegjg affects data quality.

Percentage of late messages. Sending late messagdse caused by (or at least associated
with) a respondent’s lack of task conscientiousnédss such, having many late messages
could be an indicator of missing data or other dptality issues. Late messages were those
flagged by the respondent as reporting on acts/iecurring prior to the sending of the mes-
sage. Knowing that respondents would likely forgeteport some changes at the time they
occurred, respondents were advised that, if neggsseey could report activities late by in-
cluding a flag (the word “TIME” in all capital ledts) and the time of the activity in the re-
port. Respondents averaged five late reports duhadield period, ranging from zero to 80
percent of their messages. Approximately 21 peroergports were sent late (s.d = .23), and
more than half (57 percent) of the respondentsrtegdate one or more times. As can be seen
from the range, some participants provided mang taports. Thirteen participants, 15 per-
cent, texted more than half of their reports aftexfact.

Number of skipped days. The integrity and validifythese data depends on every participant
reporting each day during their assigned field queriTherefore, skipping days may yield
missing data and contribute to poor data qualikgpi®ed days are not just a mathematical
function of the number of messaging days and thmbeu of days in the reference period.
Some respondents who skipped a day in the middilkeedf assigned reference period contin-
ued to report after their assigned field period Baded, perhaps in an attempt to make up for
the missed day. About 30 percent (26 respondekigped one or more days. The average
number of skipped days was greater than a thial ady (0.40) per respondent, ranging from
zero to three skipped days. Sundays were espetlaly to be skipped; almost two-thirds of
the respondents with skipped days (16 respondesga)ted from a failure to report activities
for an assigned Sunday. Since the sample was drawnan undergraduate student popula-
tion and many of the provided examples were studsated activities, respondents may have
felt it was unnecessary to report Sunday leisutigies.

Percentage of messages proximate to remindersh@netay to measure data quality is to
evaluate responses by their proximity to remindessages. There is no reason to believe that
students would be engaging in new activities in kimgl of systematic way at 10am, 1pm,
5pm and 8pm, and only at these times. Therefongglarate of messages proximate to these
reminder messages suggests that the respondenbmhaye reporting activity changes in
reaction to these prompts, therefore resultingnreported events that occur at other times of
the day. This would yield missing data and possibbult in poor data quality. The average
rate of messages sent proximate to a reminder basg 49 percent (s.d. = .15), where “prox-
imate” is defined as within thirty minutes follovgra reminder message. The observed range
of proximity is very large, with minimum and maximuvalues matching theoretical limits:
some respondents sent all of their messages jigstaafeminder, whereas other respondents
did not send any messages proximate to a reminder.
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Number of repeated messages. A careful readingeo€drpus of messages indicated a small
number of cases where the same message was seatwithin a few minutes. A message
was considered repeated if two texts reportingstimae activity were sent on the same day
within 10 minutes of each other. Typically, theiaty was reported twice (e.g., “Going to
Target.”) As a potential result of respondent lem®ness, we include it here as a potential
indicator of poor data quality. In two cases, teead message expanded the information
contained in the first (e.g., “Going to the grocetpre.” “The one in [building name].”).
These later cases were edited into a single megsdge analytical dataset.

Validity of the report of exercise. The first outse measure, the validity of the reporting on
exercise activity, was computed as the differenetsvben the reverse record check and the
self-report from the respondent. Reported changessippondents’ major activities were coded
for exercise activities and, more specifically, those that occurred at campus recreational
sports facilities. Each day with a report of exeecat a campus recreational sports facility was
coded as 1, 0 otherwise. This variable was themsarover the days of the reference period.

Each day during the reference period with recorchdrnittance to a campus recreational

sports facility was coded as 1,0 otherwise. Thaxedure yielded a series of variables, one
for each day, each coded for the presence or absdran admittance. These were summed to
reflect the number of days during the referencépehat the respondent used campus recre-
ational sports facilities.

The difference between the self-report and therteeariable provided an estimate of the

validity of the self-report of exercise. This prdoee resulted in a three-category nominal

variable: (0) valid reporters, (+1) overreportesad (-1) underreporters. Due to small cell

sizes, the latter two categories are collapsednmmesanalyses creating a dichotomous variable
for comparison of accurate and inaccurate repbltgably, these data appear to be of very
high quality. About 80 percent of respondents reggbaccurately, their claims verified by the

reverse record check. The remainder of cases waalgcplit between over- and underre-

porting suggesting that measurement error was ramdther than systematic.

Compliance with record access. Finally, comparisails be made with respondents for
whom these validity data are available and thosevftom these data are not available (i.e.,
those respondents who did not allow access toet@rd data). It is possible that respondents
who disallowed access to their gym facility useords differ in a systematic way in their data
quality from compliant respondents who allow acdeshese records. This analysis address-
es this possibility.

2.2 Analysis plan

Two methods were used to examine the quality oddhaata and the value of the paradata
indicators as predictors of the criterion validitythe measure of the focal behavior — physi-
cal exercise. The first method applied a clustelyams to the full dataset (all text respond-
ents, with or without validation data) to generatéypology of respondents in terms of the
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paradata indicators of data quality. A k-meansteluanalysis was estimated using a set of
paradata variables from the text respondents, dnafunumber of days the respondent sent
text messages, the total number of messages Bemtuimber of days the respondent skipped,
and the number of late messages sent. These slugtee then compared using two outcomes
computed from the validation procedure: (1) raténatcurate reporting, and (2) and rates of
compliance for the reverse record check. Compasisse Fisher's exact text and Cohen’s d
to assess statistical and substantive significahtiee predictive value of the paradata indica-
tors as a whole on data quality.

The second analysis uses logistic regression wigirthe propensity of respondents to over-
or underreport, given these paradata indicatordatd quality. This analysis expands on the
previous comparisons in two ways. First, it assessdividual paradata indicators of data
quality given the criterion measure, discerningsththat have predictive validity from those
that do not. Second, this analysis permits sepgmaeéiction of both overreporting and un-
derreporting, allowing for a more nuanced undeditapof the nature of the error in the self-
report of exercise and the effect of the paradatarthinants of data quality in the assessment
of validity.

3 Results

Subjective assessment of the results of the clastalysis suggests that the most parsimoni-
ous model allows four clusters of respondents t@rgm (see Table 1). For purposes of
presentation, these clusters have been given gaserinames: (1) Prodigious texters, (2)
Frequent texters, (3) Occasional texters, andnfé¢duent texters.

The Prodigious texters of the first cluster comgulidess than ten percent of the achieved
sample (8 of 87 respondents). Respondents in lisset sent an average of 44 messages dur-
ing the reference period, yielding over eight mgesaa day on average, with no skipped

days. About thirty percent of their messages Wateeand about 14 percent of their messages
were sent shortly after reminder texts.

The second cluster, Frequent texters, comprisedatrd of the achieved sample (31 of 87
respondents). The main difference between the §mdi and Frequent texters was the num-
ber of messages sent: Frequent texters sent alibirtddewer messages than the Prodigious
texters. The respondents in this cluster sent aB8unessages during the reference period,
yielding over five messages a day on average, sigpgery few days. Very similar to the
Prodigious texters, Frequent texters’ messages latreabout a quarter of the time and they
sent about 15 percent of their messages shordy iefininder texts.

Occasional texters comprised the largest clustaegbondents at nearly 40 percent of the
achieved sample (34 of 87 respondents). Occastertdrs sent almost half the number of
messages than the Frequent texters (approximaletyessages during the reference period.)
The Occasional texters also skipped about a ttiiedday on average, yielding fewer than 3.5
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messages a day. About 22 percent of their messagyessent late and nearly 20 percent were
sent shortly after reminder texts.

Tablel
Mean numbers, rates of key independent variables, by cluster
Mean Mean percentage
Number of number of of messages %
After

Clusters Respondents Messages Days Skips Repeatte keminder
Prodigious 8 44 6.3 0 0.75 31 14
Frequent 31 28 5.5 0.13 0.19 25 15
Occasional 34 17 5.1 0.38 0.09 22 19
Infrequent 14 7 3.7 1.29 0 4 32

Source: Student Daily Life Survey 2011, own caltialss.

The final cluster, Infrequent texters, comprisedwdla sixth of the achieved sample (14 of 87
respondents). The respondents in this cluster@dptabout seven messages during their en-
tire reference period, averaging just over one agess day. These respondents shortened the
intended reference period by over a day, skippirgydays on average. Infrequent texters,
however, sent very few late messages (about treempt). This rate of timeliness is not sur-
prising given how few messages Infrequent textens. $Vioreover, of those messages, almost
a third were sent within thirty minutes of a remendext.

How do these clusters of respondents, generated tis¢ indicators of data quality from the
texting paradata, compare given the outcome of/#hieation procedure? First, consider the
distribution of the 20 respondents who did notwalbccess to their recreational sport facilities
admission records. These respondents were evesthjbdied across categories: ten were in
the top two categories of better respondents amatimer ten were in the bottom two catego-
ries of poorer respondents. Thus, the responddatision to grant access to their record data
is not associated with the quality of the respotiddaxting performance.

The more important question is whether these alsidiesed on paradata have predictive va-
lidity. Table 2 compares respondents in these etadiy the outcome of the validation proce-
dure. While cell sizes are small, there appeareta mumber of important differences emerg-
ing. First, the rates of invalid responses (ueder- and overreports) appear to be higher for
the Occasional and Infrequent texters. Ten perakergspondents in the Prodigious and Fre-
quent clusters inaccurately report their exerdisg,nearly 30 percent of the Occasional and
Infrequent texters inaccurately report. While thes between-group difference is quite large
(A=20 percentage points; Cohen’s d = 0.47), the seffdttive sample size (N=67) leads it to

be just outside of conventional levels of stat@tgignificance using either Fisher’'s exact test
(p = 0.058) or Chi-square (p = 0.064).
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Table?2
Validation of exercisereports, by cluster

Result of the validation procedure

Valid Not valid Total
Clusters N % N % N
Prodigious 5 83 1 17 6
Frequent 21 91 2 9 23
Top two 26 90 3 10 29
Occasional 19 70 8 30 27
Infrequent 8 73 3 27 11
Bottom two 27 71 11 29 38

Source: Student Daily Life Survey 2011, own caltialss.

More direct tests of these potential indicatorslafa quality can be undertaken to predict the
validity of the exercise measure. These testsalliw us to see which of these paradata indi-
cators of data quality have the most purchase pha@xng the quality of the exercise data. In
addition, these tests will allow the error in theeeise measure to be separated into its two
components: overreporting and underreporting (Taple

Table3
Bivariate logistic regression coefficients from
models predicting underreporting and overreporting

Underreporting Overreporting
Coeff. s.e. p Coeff. s.e. p

Number of messages -0.080 0.047 + -0.007 0.037
Number of days -0.716 0.369 + -0.038 0.387
Number of message perday -0.459 0.258 +

Number of skips 0.622 0.469 0.123 0.548
Percentage late -2.940 2.420 -2.193 2.231
Number of repeats -0.387 1.002 -0.387 1.002
Percentage reminder 2914  2.005 1.494 2.115

Note: +p <.10; N = 67
Source: Student Daily Life Survey 2011, own caltalss.

Logistic regression models were estimated predjabverreporting and underreporting using
each of the indicators of data quality: number @&sesages, number of days with messages,
number of skipped days, number of repeated messagegpercentages of late messages and
messages sent following a reminder. Results shownportant difference between the two
forms of error. While none of these indicators jgedverreporting in bivariate models, two
bivariate models approach conventional levels afistical significance when predicting un-
derreporting. Both the number of messages $ent-0.08; p = 0.09) and the number of days
with messagesp(= -0.72; p = 0.052) predict underreporting, altjlouhe p-value of these
tests is just outside conventional levels of siaas significance. As would be expected, these
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relationships are negative; each additional messageyields a reduction in the odds of un-
derreporting by eight percent. Moreover, each a&mttil day of messaging leads to a reduc-
tion in the odds of underreporting by 50 percent.

Since these two indictors of data quality are higidrrelated (r = 0.7), including them both in
a multivariate model results in multicollinearifiiherefore, a new variable, average number
of messages per day, was computed as the dividathése two indicators. A similar finding
emerged when underreporting was regressed on éisvariable. Every unit increase in the
average rate of messages per day reduces the bddsiareporting by about a thir@ € -
46; p = 0.07). This finding, like those from preus models, is of marginal statistical signifi-
cance, but suggests that the number of messagethemilimber of messaging days may be
predictive of the validity of key measures.

4 Discussion

Clearly, the most important paradata indicatorpredicting data quality are (1) the number
of messages and (2) the number of days with messagese two indicators vary a great deal
from the best cluster of respondents (44 messagesatl five field days) to the worst cluster

of respondents (7 messages with 1.3 field daysedjs3 he distinction between the best and
the worst clusters of respondents is stark — aeg20gmtage point difference in the validity of

their responses. Moreover logistic regression riglsupports this finding. Both the num-

ber of messages and the number of messaging degiktpdata quality — the more of each,
the less likely the respondent is to underrepair thixercise.

The strength of the paradata indicators of datditgua predicting only one of the two forms

of error in the exercise measure may be explairyednderstanding the nature of these two
forms. Overreporting is an error of commissiore taspondent has made a claim that cannot
be verified. The inability of the indicators oftdaquality to predict overreporting is under-
standable as the method is more prone to errommigsion than commission. In contrast,
underreporting is an error of omission. The mdsli cause of this error is missing data gen-
erated by nonresponse (i.e., failure to send upjlaidis could take a couple of guises, like
forgetting or intentionally failing to report on ativity, choosing to end participation in the
study early, or skipping days in the middle of teference period.

Surprisingly, this last type of nonresponse — s&gppeporting days — does not increase one’s
likelihood to underreport. This may be due to abpgm with nonresponse, typified by many
students’ Sunday reports. A number of respondansrted very few Sunday activities, tex-
ting only a message like “staying in today” or taime studying.” It is possible that other
respondents with a similar level and type of attifailed to report days in which they did not
venture out from home. If this is the nature okgged reporting day, it is clear why this in-
dicator of data quality would not predict underngpg of exercise at a campus recreation
facility. In future applications of this method,searchers must more clearly and carefully
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specify which types of activities should be repdréed emphasize reporting on each day in-
cluded in the reporting period.

Surprising, at least initially, is the comparalyildf the rate of late messaging in the two clus-
ters of more conscientious respondents (ProdigamasFrequent texters) with the somewhat
less conscientious respondents in the Occasiortrteluster. This, in combination with its
weakness as a predictor in the logistic regressiodels, suggests that lateness, in and of it-
self, is likely not a good indicator of data qualiRather, it may be an inevitable result of this
sort of in situ data collection procedure. The iEtéateness, and the lack of an effect of late-
ness on data quality, suggests that respondentddshe told that, while not ideal, sending
late messages is understandable and a processl $feateated to allow respondents to send
researchers late reports of their activities, agthat which was provided.

But can lateness be combated with well-timed remindessages to prompt respondents to
update researchers on their recent activities? @oenghe findings on lateness with those on

the percentage of messages sent after a remimdére ltwo clusters of more conscientious

respondents (Prodigious and Frequent texters),rétésis between 14 and 15 percent. This
rate increases to 19 percent for the Occasion&rgxand to 32 percent for the Infrequent

texters. This suggests that poorer respondentsitiver less likely to remember the task of

reporting or more likely to wait for a reminder wbhas better respondents are more proactive
in reporting their activities (Brenner & DelLamat@Q13). Nevertheless, the difference be-

tween the top three categories is not large. Eurésearch on the role of reminders may help
to clarify their role in data quality; that is, deminders prompt otherwise good respondents to
improve the quality of their data, or do they spopor respondents to give only a barebones
effort?

Perhaps the largest single problem with this paldicstudy is the low response rate. In order
to meet the requirements of the human subjectewebbard, the design of the study required
multiple requests for participation from respondemtreating multiple opportunities for re-
spondents to decide to discontinue their partiedpaflThese include (1) the initial request for
participation, (2) the request for the respondenglphone number, (3) the instruction to
begin the text component of the study, and (4)éogiest for the respondent’s student identi-
fication number for the collection of validationtdaWith each subsequent request, some
sample members inevitably failed to continue pguditon. In spite of the low response rate,
additional analyses do not suggest that unit nporese has biased estimates (results not
shown). For example, the rate of compliance ferréverse record check does not differ be-
tween clusters; 79 percent of the Occasional afr@dnent respondents allowed access to
their records compared to 75 percent of the Fregaleth Prodigious texters. Future research
should attempt to combine these requests or Hatkeeach step to the payment of incentives.

Relatedly, the second most important problem igdegtively small sample size, exacerbated
by the low response rate, which limits the analybas can be pursued and leads to a lack of
statistical power. In some analyses, over- and maperting were pooled into a single cate-
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gory for comparison with accurate reports. Stile findings are suggestive and are meant to
spur further research.

The sample used here was of undergraduate stuateamselite public Midwestern university.
As such, findings are hardly generalizable to @nat population or even to the larger popu-
lation of young adult Americans. Yet, this samplasvgood for testing the main hypothesis
(see Brenner & DelLamater, 2013) and ideal for angidhe self-selection bias that is inher-
ent in similar studies. All students in the samgliname automatically have access to the
campus recreation facilities without making theodfto join (and pay) for membership. Un-
like a sampling frame from a similar organizatimmprised of members of the general popu-
lation, (e.g., membership rolls at a YMCA or a foofit fithess center), the sampling frame
from the university registrar or bursar allows anfie of gym members (i.e., all students)
without a self-selection bias. Nevertheless, fut@search should attempt to use a sampling
frame from a more varied target population.

The method itself has weaknesses that must be eaigthong with its benefits, before being
employed. While this method may be well paired veitime populations and research topics,
like this one, there are other populations (e lgleroadults, employees whose workplaces dis-
allow cell phone use) and research topics (e.qtranormative behavior, very brief focal
activities) with which this method may not matdResearchers should carefully consider the
fit of this method, as they would any other methadh the details of a particular sampling
design and research topic.

Moreover, SMS may increase respondent burden cadpgarother chronological measure-
ment methods like a (once-a-day) time diary or ESWhile the in situ data collection of the
SMS procedure has positive measurement propeittiesjuires a great deal of the respond-
ent’'s time and effort. If matched with an approf@igopulation and research question, the
texting procedure may make the data collection gotace more interesting and relevant for
respondents, providing leverage to increase ppdiicin and decrease unit and item response
(Groves, Singer, & Corning, 2000). However, if thethod is poorly matched with the sur-
vey population and topic, data quality could bentneat.

5 Conclusion

A time use study was undertaken, adapting convealtiome diary procedures to fit with the
mode of data collection — SMS/text messaging. [Ratkected using this novel mode were
compared to that from a reverse record check frampus recreational sports facilities to
validate the behavior of interest — physical ex@r@nd activity. These comparisons suggest-
ed that these data were of high quality overalthv@0 percent of cases generating valid data
on the variable of interest and the remaining casgeslly distributed amongst over- and un-
derreporting, leaving the population estimate usdiia
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A cluster analysis using a set of six paradatacatdrs predicted nearly 80 percent of the cas-
es with misreported exercise. Moreover, testingpiteglictive validity of these paradata indi-
cators in a logistic regression model suggestedahly two — the number of messages sent
and the number of days the respondent sent texdages — are important for distinguishing
between cases with valid and invalid data. Thislifig suggests that improvement to the
measurement procedure (i.e., increasing the numibaressages sent and ensuring that re-
spondents report on activities during all the daiyshe field period) may even further im-
prove data quality.

The high quality of these data did not come ategsiprice. Costs were limited to incentive

payments — forty dollars per completed case. Ngiaume of the suggestions made here to
further increase data quality (e.g., using an HT@¥MS service that allows automated re-

minders; increasing incentives to improve the raspaate) would increase costs. Moreover,
shifting to a general population may increase castsespondents may either need to be fur-
nished with text-capable cellphones or reimbursedteir text messaging costs. Yet, even
with these additional budget lines, this methodl@atill be cost-effective compared to face-

to-face or telephone diary interviews.

While not a tool for every population and reseagalkstion, this method is clearly viable un-

der the right conditions. For an appropriate tapggtulation (e.g., one with near saturation of
text-capable cellphones, like a college-age sanypleng professionals, or teens, among oth-
ers), and with a suitable sampling frame that acnodates such a procedure, this method
provides another tool in the survey researcheita dallection kit. It allows researchers to use
cellphones for data collection without the troualel expense of providing equipment or spe-
cially designed applications to respondents. Moeecthe high rate of cellphone adoption in

developing countries (in lieu of landlines) makles tmethod a possibility for data collection

in areas where time use studies would otherwisess#tate personal interviews.
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1 Introduction

Time use studies have become a fixture in thessitzdl data infrastructure of many countries,
including the United States, Canada, Australia, muodh of Europe. Responses from such col-
lections, like all surveys, are subject to measem@nerror — a discrepancy between respond-
ents’ answers and the true value of the attributguiestion (Tourangeau et al. 2000; Sudman et
al. 1996). Answering survey questions about time resquires respondents to interpret the
questions, retrieve information from memory for gpgpropriate reference period (whether yes-
terday, last week, or last month), format theipesse to fit given alternatives, potentially self-
edit if they feel a particular answer is or is sotially desirable, and communicate their answer
to the researcher.

When an interviewer is involved, as is generally tlase for telephone-based and face-to-face
time use collections, further complications maysariduring the interactiorfHoutkoop-
Steenstra, 2000; Maynard, Houtkoop-Steenstra, Heha& Van der Zouwen, 2002; Suchman
& Jordan, 1990). For example, in highly structuneigrviews, a common technique designed
to minimize interviewer variation, conversationkaxibility is limited so interviewers typically
may not assist respondents in tasks such as iatergrquestions or formatting answers
(Suchman and Jordan, 1990).

Methodological studies carried out in the 1970s 4880s helped establish the 24-hour diary,
in which retrospective reports of the previous deg/collected and systematically coded, as the
optimal method for characterizing time use (Juatet Stafford, 1991). In particular, the meth-
od of recalling yesterday has been viewed as lessepthan “stylized” reports about last week
or month to common measurement errors. For insiasigkzed reports are considered more
cognitively demanding (requiring recall over a lengerm period and potentially arithmetic)
and may be subject to social desirability for s@ovities (e.g., religious participation, physi-
cal activity).

Although originally administered by paper and pé&noterviewer-administered diaries are in-
creasingly common around the world, as are comjageisted interviews (CAl). For example,
the U.S. Bureau of Labor Statistics’ American Tithge Study (ATUS) is conducted over the
telephone by an interviewer (see Phipps and Ve&tfi8). To avoid the potential pitfalls of
highly standardized interviewing, the diary portiointhe ATUS is conducted using “conversa-
tional” interviewing layered over a standardizedtioment. This technique trains interviewers
to guide respondents through memory lapses, toepmola non-leading way for the level of
detail required to code activities, and to redinegpondents who are providing unnecessary
information (Bureau of Labor Statistics, 2012). Edbed in this approach is the assumption
that relative to inflexible standardized interviewsving interviewers discretion of what to ask
and when to ask it can lead to improved data gualit
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Indeed, there have been several studies suggeksthgonversational interviewing can lead to
better comprehension and hence higher quality resgsothan standardized interviewing, par-
ticularly when respondents’ circumstances are authig (Conrad and Schober, 2000; Schober
and Conrad 1997), as is likely to be the casetima diary context. In these studies, conversa-
tional interviewers were able to clarify survey cepts, i.e., provide definitions, whether re-
spondents explicitly requested help or the inteveis judged that respondents needed it. They
could provide definitions verbatim or could paragge them. This practice was not strictly
standardized in the sense that different resposdmntld receive different wording because the
clarification dialog was not scripted. Otherwides tvording was typically very similar between
respondents.

The way respondents comprehend their task, rewalhte, and report about time use when
completing 24-hour diaries is not well understoddwever, it seems likely interviewers can

help each of these processes, if they are not reomstl by the need to standardize wording
across respondents. Moreover, research questiarssety focused on respondent and inter-
viewer interaction and the role of conversatioeahhiques during the 24-hour diary collection
remain largely unexplored. Consequently, questrensain about the extent of cognitive diffi-

culty experienced by respondents and the rolevii@eers play in shaping the 24-hour diary.

Measures of diary quality have also been lackipgically focusing on the number of activities
reported as a measure of quality (where diariek feiver than five activities are equated with
poor quality; Alwin, 2009). A recent study of tindeary quality proposed a new scale based on
interviewer perceptions of respondent comprehengingagement, and uncertainty (Freedman
et al. 2012), but how these measures might beeckkat respondent and interviewer behaviors
remains unexplored.

In this paper we analyze recordings of a randompsaiof 24-hour time diary interviews con-
ducted with a subsample of the U.S. national P&tbedly of Income Dynamics (PSID). Our
aim is twofold: (1) to describe respondent andrinésver behaviors and interactions during a
24-hour recall diary, paying particular attentianltehaviors that may indicate difficulty with
the interview and therefore likely to be relatedd@sponse quality; and (2) to determine which
of such behaviors are detected by interviewerkeir bbservations used to assess diary quality.

2 Materials and methods

2.1 The diary interview

The Disability and Use of Time (DUST) supplementhe 2009 PSID collected time diary and
supplemental information from couples in whichesdt one spouse was age 60 or older. Both
spouses participated in two (same-day) computestadstelephone interviews. Response rates
were 73%. For details see Freedman and Cornma).201
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The DUST time diaries built directly upon the ATW8erview design, but replaced several of
the non-standardized conversational techniquesTih@\ with tailored, yet scripted, content
that gave the interviews a conversational tonegdhren et al. 2013). Respondents were asked
to reconstruct the day prior to the interview, loegng at 4:00 AM. For each activity, the re-
spondent was asked what he/she did [next] and bog/the activity took, followed by a series
of tailored follow-up questions, including whereeyhwere, who was with them, and how they
felt (see Table 1). The interviewer entered thevegt(or activities) on separate lines in open
text fields, which were later coded to a detailedi@t coding scheme (Freedman and Cornman
2012). If more than one activity was named, the@oadent was taken through a series of
scripted questions to identify whether the actgtivere simultaneous or sequential, and if the
former, the main activity.

Interviewers then asked how long the (main) agtitobk. After keying in the type of response,
duration in hours and minutes (e.g.1 hour and Iftutes) or an exact end time for the activity
(e.g. 4:00 PM), interviewers were directed to entdues accordingly.

Once a given diary entry (activity and time) wamptete, the interviewer read to the respond-
ent a semi-scripted confirmation of the activityyo“ you (were) [main activity] from about
[start time] to [end time], is that correct?” Thespondent, in turn, could either confirm or have
the interviewer correct the information.

After the correct main activity and times were eate the interviewer then selected one of nine
categories for the main activity, which determiragbropriate follow-up questions (e.g. where
the respondent did the activity, who did the atfiwith the respondent, who else was there,
who they did the activity for, how they felt whitling the activity). Some follow-up questions

were limited to specific types of activities. Faisiance, if the first activity was sleeping, re-
spondents were asked several follow-up questionstathe quality of that night's sleep. For

some, but not all, of the follow-up questions imtewers were instructed (on the computer
screen) that they could “Ask or Confirm” (see cotuof Table 1). Follow-up questions about

where the activity occurred and who participatddvedd the interviewer to capture other re-

sponses in an open text field.

2.2 Sample and unit of analysis

In total, 394 couples participated. Each membdhefsample was asked to complete two dia-
ries (one weekday and one weekend day). 33 spewesesnot able to participate because of a
permanent health condition and a handful of respotsdcompleted only one interview yielding
in all 1,506 completed diaries obtained by 25 wiawers. The mean age of respondents
was 69.

Interviewers also were given the option of usiwg scripted probes (available to the interviewamslami-

nated cards for ease of use) to guide respondertsion-leading way for the level of detail reqdite code
activities: “Let’'s break that down” if not detailezhough (such as | worked or | cleaned up) and déo
what?” if too detailed (such as | got up, | wenstairs).
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Tablel
Number of utterances by question, type and actor

Variable

Question name

Interviewer

allowed to
"ask

or confirm"

Utterances

Number by Number by
Respondent Interviewer Total

Most activities

Yesterday at 4:00am, what were
you doing? OR Attime] what did
you do next? OR What is the n¢
thing that you can remember
doing?

Until what time did you do that
OR How long did that take or hc
long did you do that?

ACTIVITY

DURATION

So you (were) [activity] from
about [start time] to [end time], is
that correct?

Where were you while you were
doing that? Or Where did you
(pick up / drop off) your [passen-
ger]?

How did you get there?

Who did that with you? OR Who
went with you? OR Who were yi
talking to? OR Who did you pick
up/drop off?

Who else was [at home / outdoors

at homel/yard / at work / there]

with you? OR Who else went wi WHO
you’ PASSIVE

(If household or care activities:)
Who did you do that for?

How did you feel while you

(were) [DESCRIPTION]? [(If yot
had more than one feeling, please
tell me about the strongest one.
Did you feel mostly unpleasant,
mostly pleasant, or neither?

If morethan one activity named:

Just to be clear, were you doing
[both / all] of these activities at
[time]?

If doing simultaneous activity: If
you had to choose, whi of these
would you say was the main activ-
ity? (By main activity, we mean
the one that you were focused on
mos)

CONFIRM

WHERE
HOW

WHO
ACTIVE

WHO FOR

HOW
FEEL

SAME
TIME

MAIN

elJTUR, 2013, Vol. 10, No 1

y

Y2

1746 2241 3987

1529 2256 3785

1116 1622 2738

1461
278

565 896
99 179

758 1100 1858

582 885 1467

273 420 693

1038 1963 3001

172 222 394

148 211 359
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Table1 (Cont.)

Interviewer Utterances
allowed to
Variable "ask Number by Number by

Question name or confirm” Respondent Interviewer Total
If first activity & sleep
We'd like to know a little more
about how you slept [DAY BE-
FORE YESTERDAY] night.
About what time did you go to
sleep for the night on [DAY BE- TIME
FORE YESTERDAY] BED N 165 223 388
Did it take you more than half an FALL
hour to fall asleep? ASLEEP N 119 138 257
Did you wake up during the night,
that is between the time you fell WAKE
asleep and [time woke up]? DURING N 109 137 246
Did you have trouble falling back BACK
to sleep? SLEEP N 83 120 203
How would you rate your sleep?
Would you say it was excellent, RATE
very good, good, fair, or poor? SLEEP N 111 179 290
Other select follow-up questions
(If gap between activities:) What START
time did you start doing that? TIME N 14 19 23
(If traveling:) Were you the driver
or the passenger? DRIVER Y 74 116 190
(If talking to someone else:) Was
this on the phone or in person? PHONE Y 22 35 57
Total 8723 12962 21685

! The interviewer could ask or confirm for all adfies except travel to pick up/drop off.
2 The interviewer could ask or confirm for all adtiws except travel to pick up/drop off and talkitag
someone elsé.The interviewer could ask or confirm for all adtiiws except work and socializing.
Source: Disability and Use of Time (DUST) 2009, aovaihculations.

Four interviews conducted by each interviewer, daiotal of 100 interviews, were randomly
selected. Of these, five were excluded becausewets inaudible (all of those sampled for one
interviewer) and one interview did not have dianality data, leaving a total of 95 diaries for
the analyses reported here.

For these 95 interviews, approximately one-thirceath was recorded, on average the first 9
out of 26 activities. Transcripts of the intervieywslded 21,685 “utterances” (132-440 per dia-
ry, or 228 on average), defined as one speakemsituthe conversation about a given diary
question, and 6015 “sequences” (42-78 per diarg3oon average), defined as the set of utter-
ances produced by interviewer and respondent abquestion. To illustrate, the sequence be-
low has 5 utterances:

Interviewer: So then how long did it take you to have breakfas
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Respondent: Oh, maybe 20 minutes, half an hour.
Interviewer: Which would be closer, 20 minutes or--
Respondent: Half an hour.

Interviewer: Uhhuh.

For each given activity (e.g. ate breakfast) thanee at least four sequences (e.g. the activity,
duration, confirmation, and any tailored follow-gpestions).

2.3 Interaction coding

A coding scheme was developed by the investigatoislentify respondent and interviewer
verbal behaviors likely, on theoretical groundsptorelated to quality. In doing so we drew
upon Ongena and Dijkstra’s (2007) model of intemgerespondent interaction. The model is
structured into several distinct stages of questioswering, borrowed from Tourangeau et al.
(2000): question formulation, interpretation, redal, judgment, response formatting, and final-
izing the response. For each stage and each adtioe interview (respondent, interviewer), the
model highlights behaviors that may be relateduality.

Table 2 shows the mutually exclusive utterance syged non-mutually exclusive behaviors,
for both interviewers and respondents, by stageatefviewer-respondent interaction. Because
there is some ambiguity as to whether particuleractions reflect interpretation, retrieval, or
judgment, we combine them into a single categohjclvwe refer to as “comprehension.” An
interviewer utterance reflecting potential problewith question formulationfor instance, in-
volves departing from reading verbatim the wordimgthe screerComprehensiomelated be-
haviors by the interviewer include: offering ampknation, use of probes (What is the next
thing you remember doing? Let’s break that dowaininders about earlier information pro-
vided. Comprehensiomelated behaviors by the respondent include: plingi an uncodable
answer (including “other, specify” answers not ba toding frame), requests for clarification,
offering an explanation, thinking aloud as a reggofUmm... or Let me think...), mid-
utterance pauses, fillers (e.g., um, uh), hedges, @bout 3 o’clock), relying on routines rather
than memory of events, self correcting (no, | wentget the mail next), or reconstructing
events out loud (it must have been 6 o’clock beedwsas watching the news). We treated in-
terviewers’ offering response categories as evidesfca problem witlresponse formatting
Finally, we added an additional set of behavioffecting the interviewer’s attempt to regulate
the conversational flowe.g. interviewers filling silence (while typingswers) with repetition,
offering “backchannels” that include neutral pheagsmhm hmm, | see) or gratitude (thank
you), and answers to such utterances by the respond

Coding was carried out by two trained staff memligargraduate student in survey methodolo-
gy and the transcriber, an undergraduate studesthgu Sequence Viewer (http://
www.sequenceviewer.nl/) software, which is desigspecifically for investigating sequential
activities, such as patterns of conversationalstuimtially, both coders were assigned the same
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small set of diary interviews to code. Discrepasciere discussed and reconciled before cod-
ers continued with the remaining diaries. A dethteding sheet was developed to guide con-
sistent decision making.

Table2
Utterance types and behavior s by actor
and stage of respondent-interviewer interaction

Coded Utterances/Behaviors by Actor

Interviewer Respondent
Question formulation Read not verbatim (u)
Comprehension: Explanation (u) Uncodable answer (u)
(Interpretation; Retrieval Remind R of earlier Request for clarification (u)
and Judgment) response (u)
Probe (u) Explanation (u)
Thinking aloud (u)
Pauses (b)
Fillers (b)
Hedges (b)

Relying on routine (b)
Self correction (b)
Reconstruction (b)

Response Formatting / Offer response
Finalizing Response options (u)
Conversation Flow Fill while logging (u) Responsa¢petition (u)

Repeat response (u)
Back channel/gratitude (u)

u=mutually exclusive utterances; b=non-mutuallylesive behaviors
Source: Own definitions.

2.4 Diary quality measures

A measure of perceived diary quality was constdidiased on interviewer’'s subjective as-
sessments of respondent comprehension, engageandnincertainty in completing the diary.
Such information was obtained through a set ofrim@er observations collected after the
interview was completed. Interviewers were askeddsess “none,” “some,” and “a lot” for
how much difficulty the respondent had understagdhre questions and how much probing
was needed for the respondent to complete the.disgrviewers also assessed how hard the
respondent tried to provide correct answers todibey (tried to answer all, most, some, or
few/no questions correctly); how confident theyrsed about the answers to the diary (very,
mostly, somewhat, little or not at all); how oftdre respondent seemed to guess at what he/she
did next (all, most, some, few, activities, or negaessed); and how often he/she guessed at
how long an activity took (all, most, some, fewtities, or never guessed). We reverse coded
the indicators as needed so that higher numbeected better quality and (following Freed-
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man et al., 2012) summed them to form an overaltes¢Cronbach’s alpha=.80). The diary
guality measure ranged from 9 to 24 with a mea20of

2.5 Analytic approach

We first tallied the number of utterances by questype and actor (respondent, interviewer).
We then tabulated for interviewers and then respotwdthe percentage of (mutually exclusive)
utterance types by question and for respondentprihealence of various other (non-mutually
exclusive) behaviors of interest mentioned above.algo characterized the sequence by calcu-
lating its complete length and whether it was ayleequence (with five or more utterances).
Because these sequence-level measures includersatioeal flow in addition to utterances
designed to elicit answers from respondents, we @déculated for each sequence the number
of utterances it took for a codable answer to fistgiven and whether a codable answer was
given anywhere in the sequence. We also identthedtypical (most common) patterns of in-
terviewer-respondent interactions by sequence tenite expect to see patterns by type of
question that highlight the more challenging natfreecalling activities and times relative to
recalling other details about an activity.

Finally, we examined the relationship between radpat-interviewer interactions and diary
guality. To do so we first summarized the utteraramed behavior data to the diary level, calcu-
lating the percentage of actor utterances in angdiary for each mutually exclusive utterance
type and for each (non-mutually exclusive) behavygre. We also calculated the mean se-
guence length per diary, the mean utterance byhwéicodable answer was obtained, and the
percentage of sequences in each diary with no ¢edaiswer. We then examined correlations
between each of these measures and each diaryyqe@inponent as well as the overall diary
quality scale. We anticipated that behaviors intlreaof problems with question comprehen-
sion would be reflected in interviewers’ percepsicabout diary quality. In contrast, we hy-
pothesized that interviewers would not reflect iarg quality measures their own behaviors in
formulating questions or response categories oavels related to conversational flow.

3 Results

3.1 Interviewer utterances

Across all types of questions, the majority of iatewer utterances involved question formula-
tion (42% verbatim utterances where the interviesad exactly what was on the screen and
7% departures from verbatim), and 85% of all qoestformulations were verbatim
(42%/49%). Also common were utterances relatedotoversational flow (27% backchannels
or expressions of gratitude, 10% repeating resporadeud, and 2% fills while logging
answers). Far fewer utterances involved assistantbecomprehension (1% offers of explana-
tion; 2% probes) and answer formulation (6% off@rgategories). Differences in interviewer
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utterances by question type are highlighted in fedu Four points are noteworthy. First, de-
partures from reading the question verbatim (showmd in Figure 1) were most apparent for
the questions where interviews were allowed toeeitsk or confirm (where, how, who was

actively engaged in the activity with the resportdand who else was there). Interviewers also
departed from verbatim when they asked about &etivthat occurred at the “same time” and
at the confirmation screen, possibly indicatingpoeslents did not always find the repetition

necessary.

Second, interviewer behaviors that indicated amst&t with comprehension were rare (<2%)
across all question types, with only a few exceystigrobes constituted 6% of utterances about
the length of an activity, 4% about the actifjtgnd 4% about which was the main activity.
These finding suggest these three questions mapinewhat more cognitively challenging—
at least for some respondents—than the rest ofetres in the interview.

Third, with respect to response formatting, intevwers offered response options most often for
the item on how the respondent felt (27% of utteeah We attribute this finding to the break
between question and closed response categories (litbyou feel while you were <doing
activity>? Did you feel mostly unpleasant, mosthggsant, or neither?), which allowed re-
spondents to interject the answer “fine” in betwdaterviewers also offered response catego-
ries in nearly 10% of utterances about where theyevand 7% of utterances about how they
got there, both of which had relatively long listispotential choices that were not intended to
be read.

Fourth, although backchanneling and gratitude @ost a high proportion of utterances

across all questions (ranging from 17%-36%), répetiof answers was most common for

questions about activities and duration-relatedstjoles (including the time the respondent
went to bed the night before). It may be that theglexity of these questions led interviewers
to repeat information; the activity questions inxeml recording open text while the latter in-

volved multiple screens to record time (first whestbxact time or duration, and then hours and
minutes).

3.2 Respondent utterances and behaviors

Across all types of questions, the majority of @sgent utterances (68%) involved codable
answers. Far fewer utterances involved utteraneleded to interpretation difficulties or re-

trieval and judgment: 10% of utterances were @hit) uncodable answers, 3% involved re-
quests for clarification, and less than 2% thinkiAgother 6% of utterances involved conver-
sational flow (response to an interviewer’s repatit

Differences in respondent utterances by questipa &ye highlighted in Figure 2.

2 When probing about activities, interviewers utfesl scripted probes 62% of the time and their owobes

38% of the time.
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Figurel
Interviewer utterances by question type
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Figure?2
Respondent utterances by question type
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Source: Disability and Use of Time (DUST) 2009, aillurstration.
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As anticipated, comprehension-related utterancesofable answer, request for clarification,
and explanation, shown in red, orange, and yellwefe most evident for activity (25% of ut-
terances) and duration questions (30% of utteranBespondents also appeared to have diffi-
culty with questions about whether activities wdome at the same time (23% of utterances)
and selecting the main activity (22% of utterances)d as previously mentioned they often
offer uncodable answers to the close-ended queasiking how they felt (18% of utterances).

Table 3 shows additional respondent behaviors atisdhe of comprehension challenges by
guestion type. Overall, fillers (14%) and hedges®) were most prevalent, followed by paus-
es (7%). In contrast, reliance on routine (2%)f-sefrection (2%), and reconstructing events
out loud (1%) were rarely heard. Pauses and dileere most common for questions about
what was done next (activity), for the time theynivéo bed, selection of main activity, and

duration of activity. Hedges were most common faration of activity (46%) and time went to

bed (42%). These finding suggest that rather tkeimng on routine, respondents in this corpus
attempted to retrieve information from memory, aitgh the high frequency of hedging about

duration suggests times being reported may berbetierpreted as approximate rather than
exact.

Table3
Additional respondent behaviors by question type (%)

Relyon Self Reconstructs

Question Type Pauses Fillers Hedgdgoutine Correct Events N
ACTIVITY 12.4 25.1 11.6 2.4 2.3 2.3 1746
DURATION 8.7 18.7 46.4 4.6 3.3 2.1 1529
CONFIRM 2.0 2.9 13.3 1.0 4.7 0.2 1116
WHERE 1.8 5.7 0.7 0.2 0.5 0.0 565
HOW 0.0 6.1 0.0 1.0 1.0 0.0 99
WHO ACTIVE 3.3 10.8 2.9 1.3 0.7 0.1 758
WHO PASSIVE 1.9 9.6 3.1 0.5 15 0.3 582
WHO FOR 4.0 12.1 3.7 15 0.0 0.0 273
HOW FEEL 6.1 11.4 8.8 1.6 0.7 0.0 1038
SAME TIME 5.2 12.2 7.6 2.9 2.3 0.0 172
MAIN 11.5 20.3 16.2 0.0 14 0.7 148
TIME BED 12.7 24.2 42.4 4.2 3.0 3.0 165
FALL ASLEEP 5.0 12.6 14.3 6.7 0.0 0.0 119
WAKE DURING 4.6 11.9 9.2 3.7 0.9 0.0 109
BACK SLEEP 9.6 10.8 1.2 2.4 0.0 0.0 83
RATE SLEEP 6.3 11.7 18.0 0.9 0.9 0.0 111
ALL 6.5 14.1 15.6 2.1 2.1 1.0 8723

Source: Disability and Use of Time (DUST) 2009, ovahculations.
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3.3 Patterns within sequences

Across all 6,015 sequences, the average sequemngth Mas 3.4 utterances, 20% of sequences
consisted of 5 or more utterances, and 93% of segsehad at least one utterance that was a
codable answer, obtained on average after 2.4anttes.

As shown in Table 4, sequences were longer on gedm questions about the activity (4.6),
its duration (4.3), time went to bed (4.3), how thepondent felt (4.1), the main activity (3.9)
and whether activities that were reported occuaethe same time (3.8). The percentage of

sequences with five or more utterances was hidgloesjuestions about activity and duration
(36% and 32%, respectively).

The average number of utterances to obtain a cedaidwer ranged from 2.1 to 2.8, with
longer than average sequences for questions dt@aictivity, its duration, how the respondent
felt, and the main activity. The percentage of seges with no codable answer was highest for
where and how, both of which allowed interviewersapture “other, specify” (considered for
this exercise as not codable).

Table4
Mean number of utterances per sequence by question type

Mean Mean utter- No
number of With 5+ ances until codable
Number of utterances per utterances  codable answer

Question Type Sequences  sequence in % answer in %
ACTIVITY 868 4.6 36.3 2.4 3.9
DURATION 876 4.3 32.3 2.7 9.8
CONFIRM 862 3.2 131 2.1 4.2
WHERE 542 2.7 10.5 2.3 194
HOW 111 25 10.8 2.3 28.8
WHO ACTIVE 634 2.9 10.7 2.2 4.4
WHO PASSIVE 440 3.3 15.2 2.2 2.3
WHO FOR 197 3.5 18.8 2.3 5.1
HOW FEEL 740 4.1 25.3 2.8 4.6
SAME TIME 105 3.8 21.0 2.4 4.8
MAIN 92 3.9 22.8 2.7 3.3
TIME BED 91 4.3 26.4 2.3 2.2
FALL ASLEEP 91 2.8 121 2.2 2.2
WAKE DURING 91 2.7 4.4 2.1 2.2
BACK SLEEP 74 2.7 4.1 2.1 0.0
RATE SLEEP 89 3.3 135 2.2 1.1
ALL 6015 3.4 19.6 2.4 6.7

Source: Disability and Use of Time (DUST) 2009, ovahculations.

Common sequence structures by number of utteraareedlustrated in Table 5. Regardless of
the question type, exchanges between interviewdrespondent in sequences made up of four
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or fewer utterances largely followed the same stinec For three utterance sequences, for ex-
ample, an interviewer’s question was typicallydated by a codable answer from the respond-
ent, which was then followed by an interviewer kEEnnel or expression of gratitude. In se-

quences with four utterances, the typical pattenolved asking the question, providing a

codable answer, followed by conversational excharsgeh as repeating the respondent’s an-
swer, backchannel or expression of gratitude, mspondent’s reply to the interviewer’s repe-

tition.

Table5
Common interviewer-respondent interactions by sequence length
5 or more —
5 or more — 2nd utterance
Utterance 2nd utterance  other than
Number 2 3 4 codable codable

Question Question  Question  Question Question

1 Asked Asked Asked Asked Asked
Codable  Codable Codable Codable Uncodable
2 Answer Answer Answer Answer Answer
Conver- Conver- Conver- Attempt to
3 sation sation sation Elicit Answer
Conver- Conver- Codable
4 sation sation Answer
Conver- Conver-
5+ sation sation
% of
sequences 31% 27% 10% 12% 5%

Disability and Use of Time (DUST) 2009, own caldidas.

Among longer sequences (containing five or morerattces; approximately 20% of sequenc-
es), two dominant patterns emerged. In one patteenjnterviewer asked a question, the re-
spondent gave a codable answer, and remaininguttes involved interviewer’s repetition or
gratitude and the respondent’s reply to these asatienal elements. In the second pattern, the
interviewer asked the question, the respondent&rarice reflected difficulty with interpreta-
tion or retrieval/judgment (e.g., uncodable answequest for clarification, explanation, or
thinking aloud) and the interviewer attempted fticiel correct response (e.g. by probing, ex-
plaining, repeating the question). After a codabiswer was obtained, more conversation typi-
cally ensued with the interviewer repeating or esping gratitude and the respondent some-
times replying to these utterances.

3.4 Relationship to perceived diary quality

Select behaviors reflecting comprehension diffiesltwere correlated with perceived overall
diary quality scores (Table 6). In particular, déarwith a greater percentage of uncodable an-
swers, explanations, and hedging by respondentohet overall quality scores.
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Table6
Bivariate correlations between diary quality measures and respondent and interviewer behaviors (n=95)
How much How
difficulty Amount of confident R How often R How often R
under- probing How was with  guessed at next guessed at  Summary
standing? neecd hard R tried ~ answers activity duration Score
Stage (1-3) (1-3) (1-4) (1-4) (1-5) (1-5) (9-24)

Respondent behaviors
Uncodable answer Comprehension -0.24* 0.24* -0.25* -0.30* -0.32** -0.37* -0.41**
Request for clarification Comprehension -0.30**  0.1< -0.13 0.05 -0.07 -0.0¢ -0.14
Rely on routine Comprehension -0.11 0.1€ -0.04 -0.10 -0.06 -0.1¢ -0.16
Explanation of response Comprehension -0.25*  0.2¢ -0.13 -0.21* -0.17 -0.2&* -0.28**
Thinking aloud Comprehension -0.17 0.1 0.12 -0.07 -0.19 -0.17 -0.10
Pauses Comprehension -0.09 0.0C -0.06 -0.14 -0.16 -0.14 -0.15
Fillers Comprehension 0.14 0.0z 0.07 0.05 0.05 0.07 0.08
Hedges Comprehension -0.06 0.064 -0.07 -0.33* -0.40%** -0.37* -0.33*
Self correct Comprehension -0.20 0.0¢ 0.08 -0.12 -0.20 -0.2%* -0.19
Reconstruct events Comprehension -0.05 0.0¢& 0.03 -0.18 -0.15 -0.2&* -0.17
Response to Repetition Conv. Flow 0.07 0.1z 0.08 0.02 -0.01 0.0¢ 0.03
Interviewer behaviors
Read not Verbatim Question Form. 0.09 0.0¢ -0.10 -0.09 -0.07 -0.0¢ -0.09
Explanation Comprehension -0.16 0.2(* 0.10 0.11 0.03 -0.11 -0.04
Remind R of Earlier Response Comprehension -0.22*  0.1€- -0.11 -0.10 -0.14 -0.21 -0.21*
Probed Comprehension -0.29** 0.22* -0.19 -0.16 -0.08 -0.14 -0.2%
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Table6 (Cont.)

How much Amount of con?g\(lavnt R How often R How often R
difficulty under-  probing How was with  guessed at guessed at  Summary
standing? neecdd  hard Rtried ansSwers nextactivity ~ duration Score
Stage (1-3) (2-3) (2-4) (1-4) (1-5) (2-5) (9-24)
Interviewer behaviors
Offer response options Response 0.06 0.10 -0.01 0.07 0.0z -0.01 0.05
Fill while logging Conv. Flow -0.06 0.12 0.07 0.1¢ 0.17 0.04 0.14
Repeat Response Conv. Flow 0.11 -0.07 0.01 0.0z -0.04 0.04 0.01
Back-channel/Gratitude Conv. Flow -0.25** -0.05 .0 -0.07 -0.1: -0.24** -0.18
Interactions
Mean number of utter. per se-
guence -0.38** -0.21* -0.04 -0.0t -0.17 -0.31** -0.26**
% of sequences with >5
utterances -0.39** -0.23* -0.12 -0.1% -0.28* -0.34** -0.34**
Mean utterances until codable
answer -0.13 -0.21* -0.15 -0.1¢ -0.27** -0.27** -0.29**
Mean seq. with no codable
answer -0.05 -0.17 -0.13 -0.17 -0.2& -0.23* -0.25*
Mean score: 2.8 2.2 3.7 3.2 4.2 4.0 20.1
Note: *p<0.05, **p<0.01
Source: Disability and Use of Time (DUST) 2009, ovatculations.
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Diaries with higher percentages of reminders tpoadents of earlier responses and probing by
interviewers also had lower overall quality scores.

Most behaviors reflecting conversation flow alonerevnot picked up in perceived diary quali-

ty evaluations, with one exception. Higher ratebatkchanneling and expressions of gratitude
by interviewers were associated with lower ratirsrespondent understanding and more
guessing at activity durations. However, these @asons were not strong enough to be re-
flected in final overall score.

All four indicators of longer sequences were asged with the overall diary quality scores.
However, the indicator of sequences with 5+ utteearhad the strongest correlation with over-
all score, and was significantly correlated witlhuf@f the six components: having difficulty,
probing, guessing at activity and guessing at domat

4 Discussion

This analysis is the first we know of to systematicdescribe interviewer-respondent interac-
tions in the context of a time diary and relatenthi® a new measure of perceived time diary
quality. Several findings emerged.

First, evaluation of utterance types and sequesgggests that most time diary questions are
answerable by respondents. 93% of all sequencessafally elicited a codable answer and the
figure is closer to 96% if “other, specify” respessare considered codable. Only 3% of inter-
viewer utterances and about 15% of respondentamites signaled potential issues with com-
prehension (i.e. interpretation, retrieval, or jocint).

Second, consistent with our expectations, questamait what the respondent did next and
how long the activity took appeared to be most @ogry challenging for respondents. Re-

spondents signaled uncertainty (Clark and Fox D@®@2, Schober and Bloom 2004) in re-

sponses about what they did next with fillers (um) and about how long it took with hedges
(about...), but they did not frequently rely ontina or self-correction, nor did they reconstruct
activities aloud. These findings suggest resporsdganerally try to recall details from the last
24 hours.

Third, time diary questions elicit conversationeewhen questions are largely scripted, the
purpose of which appears to be to promote the Bibwhe interview. In our analysis of diary
interactions, 40% of interviewer utterances invdheackchannels, expressions of gratitude,
repeating responses aloud, and filling silence evlugging answers and 6% of respondent ut-
terances involved responses to interviewers' rgpeti Consequently, unlike more highly
scripted interviews, longer than average sequedicesot necessarily indicate respondent dif-
ficulty with diary questions.
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Finally, we provided evidence that a set of siemtewer-provided observations about diary
quality appear to appropriately reflect respondedif$iculties with and interviewers’ assis-
tance with comprehension. Furthermore, these judgrege not correlated with utterances that
simply reflect conversation flow, a finding thatthuer buttresses the validity of the proposed
scale.

This study has several important limitations. THEST diary application is unique in that it
purposefully attempted to script, in a flexible wagprtions of the questionnaire that in other
studies have been left to interviewers to sort Bot. instance, unlike ATUS, the DUST diary
application has screens that help determine whettigrities are sequential or simultaneous.
The DUST diary is also purposefully conversatiomaltone, offering interviewers flexible
phrases like “So you (were) [activity] from abostdrt time] to [end time], is that correct?” It
may be that these phrases encourage more conwversiaéin other applications. Notwithstand-
ing these unique features, in other ways, DUST e8nATUS and other diary applications
much more closely; for example, questions abouviagtduration, and where/how are stand-
ard features of most time diary studies.

An additional limitation is that only a portion diie diary interview was recorded and tran-
scribed. In all cases the first third or so of itierview was recorded — approximately 9 activi-
ties out of 26 on average. It may be that respasdearn as they cycle through the interview
and that subsequent parts of the interview are daafienging than earlier parts. Future re-
search on this topic would benefit from recording éntire interview and examining utterances
by activity number.

Moreover, the DUST sample is limited to older asilthose mean age was nearly 70, and thus
generalizability to all adults is limited. It is hobvious how this limitation influences findings.
Given that older adults are likely to have more rmagmproblems than younger adults, this
sample may over-represent difficulties with dailgrees. At the same, time, older adults may
have fewer time commitments than younger individuaid therefore may be more prone to
engage in conversation than their younger counteplauture research on time diaries would
benefit from widening the age range for evaluatiohespondent-interviewer interactions.

Despite these limitations, our analysis suggesterakkey lessons relevant for future applica-
tions and research. One practical finding is thatriew measures of diary quality included in
DUST appear to capture behaviors and interactioaisreflect real problems with diary admin-
istration. Since these items are easy to obtaimay be worthwhile to replicate on other time
diary studies in the US and around the world. dhstelationships are replicated in other coun-
tries, comparisons of quality could be made forftfst time using a metric other than number
of activities.

Our study also raises potentially important questicelevant to theoretical research on inter-
viewer-respondent interactions. The model advarme®ngena and Dijkstra’s (2007) high-
lights 5 distinct stages of interaction (questiomfulation, interpretation, retrieval and judg-
ment, response formatting, and finalizing the resg), but we found that, in the case of time
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diaries, a sixth category indicating behaviorstegldo conversational flow may be useful. Such
behaviors include repeating information out loutlinfy while logging, and backchanneling or
offering gratitude.

Why the time diary elicited from interviewers relaly high levels of utterances designed to
foster conversation flow (40% of interviewer uttgcas) is not clear. It may be that the com-
plexity of particular questions led interviewersrgpeat information aloud; such a hypothesis
would be useful to investigate in future studies. @®more practical level, whether these utter-
ances should be discouraged or encouraged is atsgenhclear. We found that such behaviors
are not significantly associated with the diary ldqyaneasures proposed here. However, we
cannot rule out that such behaviors may contripotgtively to interview quality in other ways
(e.g. by building rapport, filling what would othéise be awkward silence, or providing the
respondent with an opportunity to correct inforraaji Whether such behaviors simply length-
en the interview or provide additional benefit misimportant next question.
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Abstract

One of the notable innovations in social-sciencethosology developed during the 1960s was Multi-
Dimensional Scaling (MDS). MDS made it possibledocial scientists to discover, uncover or modeluhder-
lying spatial structure of relations between vasi@ocial collectives (like countries or communitjesocial
objects (like music or artifacts) or social attiisd One early application of MDS described the dsiwnal
contours of Americans’ views of other countriegeénms of “perceptual maps of the world”. More reberit
has been used to map country differences in thddNalues Survey. Spurred by its initial successioplica-
tions, MDS was extended to time-diary data collédtethe pioneering 1965 Multinational Time-Bud&tidy,

in which it again provided insightful portrayals adily activity across the 15 national settingshiat study. This
present article updates and extends these resuétedlying MDS methods to the most recent diaryecion in
the Oxford University MTUS data archive — coverimgre than 20 (mainly European) countries. Oncerggai
the result was plausible (but somewhat differeatjfigurations again emerged from MDS visualizatidvisre-
over, these mappings were compatible with conchssfoom the 1965 mapping and with earlier more eonv
tional analyses.

JEL-Codes: B16, C15, C21, C39, N30, O50

Keywords: Time diaries, Multidimensional Scaling, Multinatial comparisions, Social change

Revision of presentation to the 32nd conventiolAGUR in Paris, France July 2010.



John P. Robinson and Jonathan Gershuny:
Visualizing multinational daily life via multidimensional scaling

1 Introduction

The 1960s marked a decade of great societal expetation in politics, culture and science.
One of the more notable methodological innovationghe social sciences during this decade
was a technique called “Smallest Space AnalysisS8A (Guttman 1968; Kruskal 1964). It
later went under the name of Multi-Dimensional 8@p(MDS), and it has become one of the
standard analytic tools available in SPSS. Basedatoulations and procedures in mathemati-
cal topology (or “rubber-sheet geometry”, in whitle simple order of distances in a space was
employed as the central metric, rather than thenimade of original distances themselves — as
in city subway maps), MDS made it possible for abanalysts to discover (or uncover) the
underlying spatial structure of relations betweeamious groups of people, social collectives
(like countries or communities), social objectkdlmusic or artifacts), and social attitudes and
values.

Bloombaum (1970) described SSA thusly: Smallestespaalysis (SSA) is one among the new
methods of nonmetric analysis ....methods recometfor those jobs where the investigator
desires a rigorous multivariate analysis under dbestraints of no special assumptions. A
pleasing related feature of the techniques discuksee is that the results achieved are directly
and intuitively interpretable by relatively untutor persons, as well as by the scientist who
takes responsibility for his project in its entyret

One initial application of MDS described the dimensl contours of American perceptions of
the countries of the world, or “perceptual mapshaf world” (Robinson and Hefner 1968). In
this case, a random sample of Detroit respondarmdsaasample of academic “experts” were
given the names of one country (like Argentina otaRd) and asked to which of 16 other
countries it was most similar, the term “similarirposely left undefined in order to allow
smallest-space analysis to discover its underlpageptual structure. Based on these percep-
tual responses, MDS generated the map in Figur@sr the public) and 2 (for the experts),
which made it possible to visualize these simyardtings as reducible to three dimensions,
which are highlighted with the dotted circular kne

In Figure 1, the political (horizontal) perceptdi@ension separated mainly Eastern “Iron Cur-
tain” communist countries (like Russia and Poldnd,also Cuba and China) on the right from
mainly Western capitalist countries, like the USI &rance, on the left. The second vertical
dimension then separated more economically prospeocountries (again like the US and
France) at the top from “third world” countriekdiIndia and Nigeria at the bottom. The third
cultural dimension (shown by the dotted lines igufe 1) then separated those countries that
had Spanish (or Portugese) roots or lineage, flmset that had other cultural connections.
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Figure 1
Country positions (for the first two dimensions)
determined by smallest space analysis
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Note: Dashed lines indicating groupings suggestettiee dimensional solution.
Source: 1963 Detroit public sample, as reportd@abinson and Hefner(1968),
Own illustration.

Three parallel dimensions were also found in sintyiaatings made by a separate sample of
academic experts in the Detroit area, but as shoviAigure 2, they differed in the salience or
ordering of these three dimensions. The academiplgaperceived the economic dimension as
of paramount importance, as shown by the horizatdinction between US, France and Rus-
sia on the right and Congo and Nigeria on the Hifieir second vertical dimension then em-
phasized the “Spanish influence” countries (inahgdihe Philippines) from the rest, especially
China. Their third dimension then separated théipally different communist from capitalist
countries, although they saw China as much motardisrom this bloc than the public in Fig-
ure 1. Indeed, one can see that the countriesgar&i2 are generally more scattered or less
clustered than in the public’s Figure 1, indicatmgre indicating more differentiated or nu-
anced judgments than the public in Figure 2. Heren, in the two samples, the academics
stressed economic factors vs. the public’s mor#ipall factors.

These mappings, moreover, predicted differencegtitudes toward several foreign policy is-
sues, like the Vietham War, foreign aid and genisationism. Members of the Detroit public
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who saw more difference economically than politicah their mappings tended to share the
academics’ greater opposition to that war and supda@id to less developed countries.

Figure 2
Country positions from smallest-space analysis
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Note: Dashed lines indicate grouping suggestedhtgetdimensional solution.
Source: 1964 Academic sample, as reported in Robiasd Hefner (1968),
Own illustration.

Objective Measures: These discoveries then ledaauestion of how well these MDS percep-
tual mappings reflected “real world” differencestiaeen countries. Here MDS was used to
uncover similar dimensions based on “harder” oranaccepted measures of national differ-
ences, such as a country’s GNP, literacy leveype Of political representation. Here, two sep-
arate dimensions emerged from the available ingiisaat the time, one economic (mainly
based on UNESCO data sources) and one politicak(ban a set of ratings of political struc-
ture types in countries) developed by a Yale Umsigpanel of political scientists (Banks and
Texter 1963).

The technique has more recently been applied toreuime subjective data collected from the
World Values Survey. Based on the public’s acceganf various value statements in different
countries, Inglehart and his colleagues (2011) lgeareerated a map that reduced the complex
responses of people in these countries to a laagerlp of value statements to a simple two-
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dimensional space. That map can be viewed dirattiyww.worldvaluessurvey.org, again with
the clusterings being of main interest.

Among the wide variety of other social objects aadicepts in several academic disciplines
analyzed by MDS or SAA are occupations (Laumann@uottman (1966), occupational inter-
ests (Meir 2010), work values (Elizur 1984), wodq® values (Singh et al, 2011), leadership
styles (Shapira 1976), ,personality beliefs (Kunfyan and Wagner (2012), career adaptabil-
ity (Johnston et al. 2006), gender differencesz(EliL994), sex-role attitudes (Ruch 1984), for-
giveness likelihood, (Kumar et al. 2009), childeihigence (Fiorello 2006), anthropology of
migration (Lalouel and Langaney 1980) and natics@dio-political characteristics (Bloom-
baum 1970). Again most of these analyses focuherclusterings rather than the dimensions
that may define them.

2 Data and Methods

The Multinational Time Use Study (MTUS: as desadibe Fisher and Robinson 2011) is a
retrospectively (post-fieldwork) harmonized archiok nationally representative time- diary

studies. It currently includes some 60 surveys f@Bncountries, the earliest currently dating
from 1961 (www.timeuse.org). The statistical appfoadopted in the remainder of this article
uses a purely inductive method for the investigatid the cross-national record of time use.
The authors of this paper intend simply to updagedonclusions of Converse (1972) described
below. What emerges nevertheless also corresporalsemarkable degree to the “life-balance
triangle” framework discussed in Gershuny (2009).

We employ the same multidimensional scaling tealmmiqf Smallest Space Analysis as did
Converse. The technique involves, first, constngctifference half-matrices by calculating

the mean squared differences for each pair of gaitets, For a pair of data points i and j (rep-
resenting two countries) and a set of k activitiess(generalised Euclidean) distance measure is
the square root of the sum of the squared differemt the time devoted to each activity in the
pair of countries:

@ o= ((a-a) (e -a)).

These 20-country data points yield a total of 38Wx(9) pairs to be arranged in the form of a
half-matrix of distances between each pair of @infhe straightforward intuitive explanation
of SSA technique, is to imagine just such a halfrm&ut representing distances between cities
as in a road atlas, and the SSA program as gemgrat2-dimensional mapping of the relative
positions of these cities in geographical spachalk matrix of distances among any real set of
cities will (disregarding the curvature of the éxnindeed be capable of reconstruction into a
map in the two geographical dimensions using adstahSSA programme. Any randomly gen-
erated half matrix of distances among n points belicertainly be interpretable as representing
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a space in n-1 dimensions, and with increasingesegof stress in n-2 dimensions, n-3 dimen-
sions, and so on.

It is important to recognize certain limitationstins SSA application, which is intended mainly
to illustrate its power to reduce complex time-gidata to provide simple two-dimensional
mappings at a single points in time for two datis geere separated by 40 years in time) exam-
ining different countries, and using (somewhafjedent diary methods and coding. It is not
possible then to reach any conclusions about isacrgademporal convergences or divergences
across countries or daily activity. We simply presevo maps, one for 1965 and one for 1998-
2005, that employed different methods and examih#drent countries, but with the simple
conclusion that in both studies, the conclusionuélibe geo-cultural dominance in country
time-use similarity. We are unable to tell whethl@s convergence is greater or lesser across
time.

2.1 SSA/MDS maps of 1965 multinational time-use data

When the multinational time-diary data from Szad1972) pioneering 1965 time-diary study
became available soon after the SSA or MDS teclenwgas developed, interest was naturally
aroused about how well the method might capturesthmlarity in daily-life patterns across
various countries. MDS techniques here were simghg directly applied to the daily
hours/minutes people in each country spent theie t how much time they worked, slept or
used the mass media.

Converse (1972) published these MDS results tha¢rgéed the dimensional visualizations in
Figure 3 that provided immediate and plausibleghts into how similar life was in the differ-
ent national settings involved in the study. (Itswaost helpful in this analysis that Szalai had
established a common set of sampling, field andngpdrocedures that were strictly followed
to ensure data comparability across countries.)

Converse succinctly described the resulting MD$mian in his Figure 3 as follows:

In Figure 3 we have plotted the ‘locations’ of allr 15 sites with respect to the two major di-
mensions that arise from such an analysis. We déscto our considerable interest that we
have retrieved from these time use profiles a Yetthat bears a substantial resemblance to a
map of the western world, especially if the Atlan@®cean is removed as though continental
drift had not occurred. Peru is off to the ‘sout®eboth Jackson and the U.S.A. samples are
close together to the ‘northwest’, while Pskov (B&nd Kazanlik, (Bulgaria), lie fairly near
to one another far to the ‘eastern’ edge of odd fa# view. The rest of the European sites are
filled in along lines, that do only modest violertoea simple geographic representation. (p150)

However, Converse immediately cautioned againstdimple explanation on the basis of geo-
graphical proximity:

Clearly, the solution is not pure physical geogsagrhe position for the
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Kragujevac (Yugoslavia) point is far to the ‘Wesf its physical location. The Osnabruck
(F.R.G.) pair of observations is interchanged i France-Belgium pair of positions, and so
on. However, if we may paraphrase George BernaatvsSthe marvel is less that our Figure 3
reproduces physical geography poorly, that thah@uld reproduce it at all. After all, we have
not fed the slighted shred of geographical inforarainto the computer, and even if country
names rather than code characters had slippedthetonachine, the computer would have
lacked the wit to impose any kind of geographigdeoing whatever onto the results.

Figure 3
Two-dimensional solution for time-use map of 1965
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Source: Multinational data from Szalai (As reporite€onverse 1972), own illustration.

All that entered the computer were 455 proportionicating how people at 15 anonymous
sites distributed their 24-hour day across 37 datpaand unidentified activity categories. It is
remarkable that statistical compression of thesedata yields anything a physical map.

Anticipating the type of analysis to be undertakext with subsequent diary data collections
below, Converse speculated: “Finally, it is natualwonder how solutions of this sort might
look if it were possible to carry them out on detdlected at different points in time*.

2.2 Updated 1998-2005 MTUS mappings

The recent availability of parallel “harmonized’ady data from the MTUS data archive project
initiated and housed at Oxford University — invalyimore than 25 (mainly European) coun-
tries — allows the possibility of replicating, upidg and extending these 1965 results to con-
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temporary life. Appendix B shows the daily activitifferences across these countries by rough
geographic categories, as reported in Fisher anginBon (2011) from the MTUS cross-
country files covering 30 daily activities betwe2®98 and 2005. Here, there is more cross-
national variation in diary methods and field priaees than in the Szalai study, although most
of the MTUS countries paid very close attentiormnsuring multinational and cross-time com-
parability using agreed-upon statistical guidelines

Here again, MDS generated maps that representechdier differences between countries in
mainly geographic terms, as shown in Figure 4.

Figure 4
MDS plot of multinational positions based on 199505 MTUS diary data

Derived Stimulus Configuration

Euclidean distance model

Bulgaria
o
21
o 1] Poland Lithuania
; olan s}
g Belgium o
T France Sloyenia Estonia
5 o
E Spain Latvia
] Q o
0 faly LK
o &
Germany i
o
Sweden Canada
I o
Austral DUSA
-1 ) o
MNetherl MNorwgy
o] o
T T T T T T
-3 -2 -1 0 1 2 3

Dimension 1
Source: MTUS 1995-2005 (Aggregate data shown ifeTairable 4), own illustration.

Using the same basic procedures as Converse erdplkbygeEuclidian distances between coun-
tries were calculated from the raw data in Apperilizefore entering them into the MDS pro-
gram in SPSS. Figure 4 reflects different configjores in these MTUS data than in 1965, but
then again, there are far more counties availabltheé MTUS archive (along with different

ways of spending time within these countries). Onhg of these countries were common to
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those in 1965 (France, Germany, Poland Bulgariatk@dJS), but several other countries had
begun collecting national diary data in the 19783 &0s to track cross-decade trends.

Figure 4 also clearly shows the influence of geplgya but often more along language/culture
lines than pure physical proximity. For examples tinst horizontal dimension contrasts the US
and Canada with the Netherlands (and less so Be|gdermany and lItaly), reflecting the sort
of continental separation absent from Figure 3. |@/bontinental differences are not reflected
in the proximity of Australia to the US and Canatleey are for several other countries on the
right side of Figure 4 including the three Balttates, which have less in common with these
three Anglophone countries. However, both Baltic snglophone counties have more in
common, than either does in their difference froethérlands. In Table 1-Table 4, it can be
seen that the Dutch can be seen to be relativabyuann their lower paid work hours, com-
bined with higher socializing and much lower TVUn®during free time. These seem to under-
lie and define most of the difference along thazwrtal dimension in Figure 4

Similarly, the second (vertical) dimension maingnees to contrast Bulgaria at the top from
Nordic countries of Norway and Holland at the bottd/NVhile turning Figure 4 upside down
does better preserve a north-south dimension, nbleision of the US and Australia in the
“north”, and Poland with Lithuania in the “southbes not fit this interpretation particularly
well; nor does the placement of Italy and Spainthe middle of this dimension, make the
north-south interpretation any more plausible. Yiw@es define Bulgaria’s isolation at the top
of the vertical dimension are its greater hourdionsework, sleep and home meals, combined
with lower hours on educational activity, shoppigghoming and various forms of leisure.

Along with the proximity of the three Baltic stat@sstonia, Latvia and Lithuania), a number of
blocs or groupings in Figure 4 also reflect geobgrapocation: 1) the three Nordic states of
Sweden, Norway and Finland, and the pairings ofjidet with France and Italy with Spain.

Nonetheless, there are too many “strays” in Figute consider it a simple replication of the
1965 map in Figure 3.

At the same time, however, these MTUS mappingscansistent with previous analyses of
broad trends and shifts in time use using the numeventional procedures reported in
Gershuny (2009).

Converse (1972) thus appears to have been tomaauti concluding that:

..... Certainly the reader has reflected on that that the strong gradients associated with
home use of television are almost certainly trartsieeing mere functions of the specific peri-

od (1965-1966) during which the field works toolag#. In the United States at one extreme,
television use had certainly approached saturdtjothat period; and in due course of time, it

might be expected that its use will have approadadration as well at the other extreme of
our field of view. If this occurs, one of the maings of our geographic patterning will have

disappeared. (p. 176)
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Table 1
Multinational differences weekly hours spent on 3Ahctivities —
South and North America/English speaking

Total hours and minutes per week — Brazil Australia Canada USA
Whole population aged 18 to 64 2001 2006 2005 2003
Paid work/related activity (away from home) 25.8 .26 28.7 28.6
Paid work at home 2.6 2 NA 1.6
Study & job or skill training 2.1 0.7 1.2 1.1
Homework 1.2 0.9 1.1 0.9
Commuting, job & study-related travel 5.8 3.2 3.0 52
Cooking & food related housework 5 6.2 4.8 3.5
All other housework and repairs, gardening 6.2 7.2 8.2 7.8
Shopping, services, other domestic work 3.2 4.6 43 37
Housework & personal care travel 1.4 2.7 2.7 4.3
Physical/medical child care 1.4 2.2 1.9 2
Interactive & other child care 0.7 3.2 1.0 2
Child care-related travel 0.5 0.8 0.6 0.6
Pet care (excluding walking dogs) 0.1 0.6 0.5 0.4
Sleep & naps 56.4 58.7 58.7 58.6
Wash, dress, & other personal care 7.2 6.2 4.5 5.6
Meals (at home & packed luches) 7.1 6.7 6.2 5.8
Walking (including walking dogs) 0.7 0.7 0.7 0.5
Sport & other exercise 0.9 1.9 25 1.6
Organizational & voluntary 3.2 1.3 3.7 3.6
Restaurant, bar, pub, café 2.6 1.3 2.6 1.8
Party, visits & socialise away from home 3.4 2.2 51. 0.7
Party, visits & socialise at home 2.9 0.4 4.3 6.1
Leisure away from home 0.6 25 2.5 1.1
Other travel 3 2 2.0 2.2
Relax, do nothing 1.6 15 2.9 1.9
Computing & internet (including games) 0.5 0.4 1.7 1.2
Television 13.3 12.3 135 15.6
Radio, Ipod, other audio 0.8 2.3 0.2 0.4
Read 0.7 2.1 2.0 1.9
Other leisure and hobbies 1.3 4.6 0.3 0.3
Unrecorded time (average day) 5.8 0.5 0.3 0.1
Total 168 168 168.0 168

Note: Activities from Fisher and Robinson 2010,
Source: MTUS 1995-2005, own calculations.
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Table 2

Multinational differences weekly hours spent on 3Ahctivities —
Central European

United Nether-
Total hours and minutes per week — Kingdom Belgium France Germany lands
Whole population aged 18 to 64 2000-01 2005-06 1998-99 2001-02 2000
Paid work/related activity
(away from home) 23 18.8 22.1 20.4 18.7
Paid work at home 2.1 11 1.3 1.2 1.1
Study & job or skill training 0.9 2 1.9 1.6 1.6
Homework 0.4 1.2 1.2 0.7 0.9
Commuting, job & study-related travel 3.2 3.2 2.8 2.8
Cooking & food related housework 6 5.8 6 4.9 6.4
All other housework and repairs, gardening 6.9 88 7.9 8.4 7.1
Shopping, services, other domestic work 4.8 4.2 47 4.8 4.3
Housework & personal care travel 2.2 1.9 0.1 2.5 12
Physical/medical child care 2.3 1.3 1.9 1.3 2.1
Interactive & other child care 14 0.7 0.9 0.9 1.9
Child care-related travel 0.9 0.4 0.5 0.4 0.7
Pet care (excluding walking dogs) 0.4 0.4 0.6 0.4 21
Sleep & naps 58.8 58.3 61.1 57.3 59.5
Wash, dress, & other personal care 5.4 5.1 5 6.1 1 6.
Meals (at home & packed luches) 8.8 11 12.4 10.9 9
Walking (including walking dogs) 1.9 1.8 1.9 1.9 NA
Sport & other exercise 1.3 1.3 1.1 1.6 1.8
Organizational & voluntary 15 0.8 1.3 2.2 3.2
Restaurant, bar, pub, café 1.1 15 3.2 0.8 1.9
Party, visits & socialise away from home 5.3 4.4 2 3. 4.6 8.2
Party, visits & socialise at home 1.9 2.5 1.8 3.3 92
Leisure away from home 0.9 1.3 1.4 1.6 1.1
Other travel 3.3 5 3.6 4.2 3
Relax, do nothing 2.2 3 0.7 1.8 1.4
Computing & internet (including games) 1.2 2.6 0.6 2 1.8
Television 15.6 15.4 13.2 121 8.1
Radio, Ipod, other audio 0.7 0.5 0.4 0.6 4
Read 25 2.5 2.2 3.9 3.7
Other leisure and hobbies 0.7 11 3 2.2 14
Unrecorded time (average day) 0.4 0.1 NA 0.4 0
Total 168 168 168 168 168
Note: Activities from Fisher and Robinson 2010,
Source: MTUS 1995-2005, own calculations.
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Table 3
Multinational differences weekly hours spent on 3Ahctivities —
Northern European/Nordic/Baltic

Total hours and minutes per day — Norway Sweden Finland  Estonia Latvia Lithuania
Whole population aged 18 to 64  2000-01 2000-01 1999-2000 1999-2000 2003 2003
Paid work/related activity
(away from home) 24.5 26.7 22.2 27.1 29.3 24.9
Paid work at home 1.2 1.2 2.1 15 2.6 5.6
Study & job or skill training 1.4 1.4 1.8 1.1 1.9 2
Homework 0.8 0.7 0.7 0.5 0.7 0.7
Commuting, job & study-related
travel 3.2 29 25 3.3 4.3 3.4
Cooking & food related housework 5.6 5.8 5.1 7.4 7 5. 7
All other housework and repairs,
gardening 6.3 6.8 7.7 9.5 7.7 9.6
Shopping, services, other domestic
work 4.1 4.2 3.9 3.5 2.6 2
Housework & personal care travel 1.6 2.2 1.8 2.1 52 22
Physical/medical child care 2.3 2 1.9 0 1.1 1.4
Interactive & other child care 0.8 0.9 0.8 0.9 0.6 0.8
Child care-related travel 0.4 0.6 0.2 0.2 0.2 0.1
Pet care (excluding walking dogs) 0.1 0.2 0.4 0.2 10 0.1
Sleep & naps 56.2 56.4 59 59.5 59.9 58.9
Wash, dress, & other personal care 55 5.3 4.9 6.2 4.7 6.4
Meals (at home & packed luches) 8.5 10.3 8.4 8.4 8 9. 10
Walking (including walking dogs) 1.8 2 2 1.6 1.9 21.
Sport & other exercise 2.1 2 2.3 1.1 15 1.1
Organizational & voluntary 1.5 1.6 2 1.8 1.4 1.9
Restaurant, bar, pub, café 0.9 0.4 0.7 0 0.5 0.1
Party, visits & socialise away from
home 5.6 4.1 3.7 2.3 2.7 25
Party, visits & socialise at home 6.5 3.2 2.6 1.4 41 15
Leisure away from home 0.9 0.7 0.7 0.6 0.7 0.2
Other travel 4.1 4.6 4.2 2.6 3.1 2.8
Relax, do nothing 13 2.6 2.1 1.8 2.1 1.2
Computing & internet (including
games) 13 14 0.9 0.4 0.5 0.8
Television 12.6 11.9 14.7 154 13.8 15.3
Radio, Ipod, other audio 0.7 0.5 0.9 0.7 0.5 0.6
Read 3.7 3.3 4.9 4.1 2.8 25
Other leisure and hobbies 2.1 1.6 1.8 1.3 1 0.9
Unrecorded time (average day) 0.4 0.5 1.1 15 04 3 0
Total 168 168 168 168 168 168
Note: Activities from Fisher and Robinson 2010,
Source: MTUS 1995-2005, own calculations.
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Table 4
Multinational differences weekly hours spent on 3Ahctivities —
Eastern/Southern Mediterrean Europe

Total hours and minutes per day - poland Slovenia Bulgaria Turkey  Italy Spain
whole population aged 18 to 64  2003-04 2000-01 2001-02 2006 2002-03 2002-03

Paid work/related activity

(away from home) 20.1 23.6 23.7 20.8 23.6 24.6
Paid work at home 35 11 0.2 NA 0.5 0.7
Study & job or skill training 2 15 0.6 2.8 1.1 2
Homework 1.3 1.6 0.5 NA 14 1.2
Commuting, job & study-related

travel 2.9 2.9 2.8 NA 35 3.6
Cooking & food related housework 8.2 7.2 8.6 8.9 17. 7.1

All other housework and repairs,

gardening 8.1 11.9 11.6 7.5 8.9 6.7
Shopping, services, other domestic

work 2.9 25 1.8 1.6 3.6 4.3
Housework & personal care travel 2.1 1.9 1.9 NA 1.8 1.3
Physical/medical child care 1.8 1.4 1.1 3.4 15 2.1
Interactive & other child care 1.6 11 11 NA 1.2 60
Child care-related travel 0.2 0.2 0.1 NA 0.5 0.6
Pet care (excluding walking dogs) 0.2 0.2 0.1 NA 10. 0.1
Sleep & naps 58.7 58.1 62.4 59.3 57.3 59
Wash, dress, & other personal care 6.1 4.7 4.4 188 7.1 5.6
Meals (at home & packed luches) 10.4 9.6 12.6 NA 711 11.3
Walking (including walking dogs) 2.1 25 2.1 NA 2.3 3.9
Sport & other exercise 1.1 1.6 0.9 0.8 1.3 1.3
Organizational & voluntary 2.9 1.4 1.1 4.4 1.8 1.4
Restaurant, bar, pub, café 0.2 0.6 1.8 NA 15 0.9
Party, visits & socialise away from

home 3.4 4.1 2.6 0.4 4.6 5.1
Party, visits & socialise at home 2.8 2.9 1.9 83 91 1.4
Leisure away from home 0.4 0.6 0.1 NA 0.7 0.8
Other travel 3.1 3.2 2.4 9.3 4.7 3.3
Relax, do nothing 1.3 3.4 0.9 4 3.3 2.7
Computing & internet (including

games) 1.1 0.7 0.1 NA 0.7 1.1
Television 15.3 13.2 16.6 13.8 10.6 12
Radio, Ipod, other audio 0.9 0.6 0.5 0.5 0.4 0.4
Read 2.6 25 2 1.3 2 1.6
Other leisure and hobbies 0.5 1 1.3 2.1 1 11
Unrecorded time (average day) 0.2 0.2 0.2 NA 0.3 2 0.
Total 168 168 168 168 168 168

Note: Activities from Fisher and Robinson 2010,
Source: MTUS 1995-2005, own calculations.
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Indeed, as can be seen in the substantial anddeisuminating TV figures for all countries
(except the Netherlands, one of the main activisetating the Netherlands in Figure 4) , all
countries have come close to TV saturation in tmye?1; century, but with viewing hours
that are closer to 40% of free time (in the 12-1&eldy hour range). This, in contrast to the
25% of free time among TV set owners across casin the 1965 Szalai study, where view-
ing hours were less than 10 hours per week.

3 Summary and conclusions

MDS has again generated useful visualizations shatmarize differences between countries
over the last half century, using its two-dimensaioplot from these differences in time use
across countries. The present article updates stethas Converse’s (1972) conclusion about
applying MDS methods to the more recent time-dieojlection in the Oxford University
MTUS data archive — covering more than 20 (mainlydpean) countries. Again, plausible and
insightful (but somewhat different from 1965) capiiations emerged from MDS visualiza-
tions, even though there were only five of the 1866ntries for which updated diary data were
available.

Even though it is not possible to quantify whetties represents any increasing convergence in
time-use across countries, the MDS-generated cpgnbupings from the 1998-2005 multina-
tional diary data in Table 1 - Table 4 were agangély based on geographical or cultural prox-
imity, much as Converse concluded four decadeseeaMoreover, these updated mappings
were compatible with conclusions from earlier mooaventional analyses of these recent data
described in Gershuny (2009).

Figure 4 makes it possible to confirm that diffexes in methods across MTUS countries did
not obscure the fundamental uniqueness of lifeachecountry. These results extend Con-
verse’s geographic interpretation, but not in edipects:

..... There is, however, a difference between thestesm weight of specific activities on these

patterns, and the persistence of the patterns tleess If we had completed our field work 25

years earlier, mass television use would have ederd influence whatever on the outcome,
but it is very likely that radio and movie gradignivorking in an opposite sense from those we
have seen here, would have sustained these geaggiterns with much the same strength
(p180).

At least over the last half century, television nieave diminished in its ability to differentiate
daily life in different countries, but it has besplaced by paid work, family care and other
activities that reflect strong geographic/culturahnections (as shown in Table 1 - Table 4 and
as described further in Robinson and Martin 2010).
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COMING FULL CIRCLE —INTRODUCING THE MULTINATIONAL TIME USESTUDY
SIMPLE FILE

Kimberly Fisher
University of Oxford

Jonathan Gershuny

University of Oxford

At time of writing, more than 170 publications uke Multinational Time Use Study (MTUS)
archive, assembled by the Centre for Time Use Resest the University of Oxford. The
MTUS includes more than three-quarters of a millibary-days from 68 surveys collected in
22 countries and spanning 60 years. In July 20T13)Rreleased a new MTUS Simple File,
representing a service not previously availableigers as well as a return to principals that
shaped the original MTUS file.

The MTUS arose during Jonathan Gershuny’s earlgetaresearch into “post-industrial socie-
ty”. Gershuny (1978, 1983) used expenditure diaryeys to test Daniel Bell's 1976 thesis that
as societal wealth increases, economies shift fr@production of goods to the production of
services. Gershuny noticed that households dedegsending on services while increasing
their service use by producing many final serviceshemselves outside the economic activity
typically measured at the time (1983). Gershunyrattarised post-industrial society as the
growth in “knowledge work” service jobs alongsiaereasingly sophisticated manufacturing
technology that permitted the expanding service leympent while household spending on
service consumption declined.

Gershuny’s research built on ideas previously ssiggeby Robert Giffen (summarised in
Gershuny 2000), and Hildegarde Kneeland (1929), bds®d her work on time diaries collect-
ed from samples of women in the United States ftloen1920s through 1930s. Gershuny em-
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barked on a search for available time diaries ae the behaviour component of household
self-servicing. Consistent with many researchetbatime, Gershuny compiled summary files
containing total minutes per day devoted to variacsvities by individuals in national-level
population surveys to assess alongside aggregpeméiture data.

Gershuny found the 1965 Multinational Comparativem@-Budget Research surveys (Szalai
1972), which restricted samples to working-agedppe¢18-65, though much of the analysis
concentrated on the more limited age range of 20-B®&ough extensive legwork, as well as
personal interaction with John Robinson, staff led BBC Audience Research Department,
Peter Willmott and others, (Fisher and Gershuny320&ershuny amassed a collection of Brit-
ish time diary surveys to harmonise with the Szsilaveys. Thus the basis for the MTUS was
born.

The European Foundation for the Improvement ofrigvand Working Conditions funded the
first release of the MTUS, covering seven countfi@srshuny 2000). The first MTUS file only

included diaries from people aged 20-59, summang in 41 activities, and 10 survey and de-
mographic variables.

The initial MTUS harmonisation progressed rapidlile Szalai project already offered harmo-
nised classifications for activities, diary conteand background variables. Gershuny only
needed to condense the Szalai activity codes $opdst-industrial research, and adopt a limited
range of background variables consistent with tables available from the household ex-
penditure surveys. The age of youngest diaristeeyanarkedly from survey to survey, and
quality of data collection also varies consideradmyong older diarists in some surveys. As the
early MTUS only included diaries from people ag€ld5®, the early MTUS sidestepped the
problem of how to deal with differential youngesfea and variations in response rates and
quality of diaries from the oldest diarists. Théial harmonisation process also included no
effort to improve data or address inconsistend&sshuny and his main assistant, Sally Jones,
created limited documentation. Complex researclstipres inspired the creation of an MTUS
file reflecting the simple needs from the time glidata.

As more users have worked with the MTUS, and agytmeral sophistication of time use re-
search has progressed over the decades, usesintegreater detail has expanded at a pace
beyond the capacity to incorporate new files amng features in the MTUS. At the time of
writing, CTUR included a tiny staff of one archilyi$our researchers, one further researcher
with substantial teaching commitments, and two Bhidlents. As this team undertakes a range
of projects, of which MTUS is only one, and as mammbers do not contribute to the produc-
tion of MTUS materials, CTUR has restricted capatit expand these resources. In spite of
these limitations, CTUR nevertheless has createdranonised episode-level file (now cover-
ing 35 surveys from 12 countries), and an expandade of household and diary variables.
CTUR also has expanded the documentation for th&/8TThe main user guide now covers
more than 150 pages of main text, with survey letglplementary documentation for each
individual survey, separate documentation for clilgries and supplementary files, packages
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to add variable and value labels in two languaged, metadata summaries of all surveys in-
cluded in the MTUS - as well as of over 400 otlmetuse surveys (Fisher et. al. 2013).

Additionally, the MTUS adds value through data nieg and enhancement which makes use
of the narrative properties of diary data (Fished &ershuny 2013). As some information
spans column categories in diary instruments (fstance, the word “train” simultaneously
conveys an activity, a mode of transport, and atlon; or an activity description “shopping
on-line” both reflects the activity of shopping atied context that this activity involves use of
the internet), MTUS codes all detail provided bgrdts or collected by the survey into all rel-
evant domains. CTUR takes advantage of contempo@nputing power not available to sur-
vey designers in the 1950s through the 1980s tenmke a variety of data cleaning tasks
skipped as too time consuming and expensive irp#st. In some cases, the MTUS team has
recovered corrupted files and worked from someest@aper materials to recover information
not stored in the electronic files to which moste@chers have had access. As a result, the best
available version for many of the surveys — patéidy some of older surveys, included in the
MTUS is the MTUS version.

Future developments will improve the delivery aé thata and documentation. The US National
Institutes of Health fund collaboration between GJthe Maryland Population Research Cen-
ter and the Minnesota Population Center, to adgealfs of, first, USA-based time use surveys,
then surveys from a limited range of other coustiecluded in the MTUS to the Time Use
Survey-X distribution mechanism (Hofferth, FlooddaRisher 2012). The ATUS-X system,
developed by the two population centres, presesribbles registered users to select only re-
quired sets of variables for sub-samples of survéile ATUS-X system additionally assists
users to create customised time use variablesithpttogether elements of the diary, as well as
to map in additional variables from earlier wavéshe longitudinal Current Population Survey
(from which the American Time Use Survey (ATUS) gdenis drawn). The USA component
of the MTUS should be available to the time use momity through the TUS-X access system
by late 2014 or early 2015. The collaboration wadld some further countries from the main
MTUS files into the TUS-X distribution mechanismesvsubsequent years, and enhance the
accessibility of information in the MTUS documemat(Hofferth, Flood and Fisher 2012).

In parallel, CTUR has raised grants to overhaulMi&JS website. The site already links users
to publications using MTUS data (available in arskable database). Current development
work will transform the current pdf documentatiales into searchable databases of survey,
harmonisation process, and variable-level metadaf@R also will be amending the MTUS
file distribution mechanisms to facilitating custeed downloads of documentation.

An unfortunate by-product of the size of the CTUWRrm and the range of services supplied
through the MTUS, however, is that the additiomefv surveys and the upgrade of surveys
only harmonised to the standards of a previousaerss slow. The process of converting orig-
inal files into the full range of current MTUS outs presently takes a minimum of five weeks.
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Developing the harmonised episode file, new dadtridution systems, data enhancement, and
improved documentation facilities continue to reguwonsiderable effort and time resources.

As more surveys become available, more users waetsa to a wider range of recent data. At
the same time, more users also hope to make ube cfoss-time and historical change possi-
bilities offered by the MTUS and eagerly await thggrade of the older data. The lack of ca-
pacity to produce the range of desired outputswmpeesent resources has created a degree of
frustration within CTUR.

This situation gave rise to the solution of the MdWUS Simple File. Until the release of this
file, MTUS offered a wide range of files. The masted and best documented of these files
offer the current best practice aggregate time dseographic and episode data for some sur-
veys. Older variations of the MTUS including onhose surveys not yet upgraded to current
best practice add to the number of total survegslave. Nevertheless, the standard of harmo-
nisation in the older files is not as high quabty in the newer files. Some MTUS variables
have changed, and the range of information hasnelquth This had meant that matching the
older and the newer files was not straight-forwaal] required post-mapping effort. Less ex-
perienced users encountered some difficulties wakieg this task.

CTUR now documents the mapping of the older andendiles together (Appendix 3 of the
MTUS User Guide), and highlights the shortcomingtaged. Algorithms now combine the
older and all current best practice files into siniggle Simple File, where each row case repre-
sents one 24-hour time diary, including:

= the seven essential MTUS survey to diary leveltifiers;
» three diary date variables;
» alimited range of twelve household- and persorllgariables;

= summary time in twenty five activity categories ffwfour additional variables separating
eating out or eating at school or work from othetirey time; playing computer games from
other computer and internet use; and child andtadué travel from other travel);

= for diarists in couples, the total minutes in tharg day that the diarist reported that her or
his partner was present.

Thus, users now can directly download a singleVitdn a maximum number of countries im-
mediately ready for use.

The twenty-five activities reflect recent amendnsetd the MTUS (covering new activities,
like using computers and the internet, as wellmnagrovements to older time use categories,
including splitting out interactive child care ($uas playing with, reading to or teaching chil-
dren) from the more routine physical and superyisorms of care. The limited activity range
nevertheless returns to an earlier principal of leasgsing the activities with the highest number
of research applications.
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This Simple File, like the original MTUS, offerslianited range of demographic variables. In

so doing, the MTUS Simple File provides an eassigdifile, suitable for rapid production of

figures for experienced time use researchers, dsawea less daunting file for use by people
who have recently begun working with time use d@ffering a readily comprehensible file to

novice users particularly matters with the currdearth of time use research text books (of
which Michelson 2005 and Duran 2007 are the mastng and the limited number of time use
training courses.

The one complexity in the Simple File not presenthe earliest MTUS versions is that the
Simple File covers all diaries from all age groufss.a consequence, users of the Simple File
will need to consider potential diary quality issue relation to the diaries from the oldest re-
spondents (as suggested in the survey documernjtatisars also will have to account for the
differential age of the youngest diarists acrossdinveys. The MTUS documentation on using
the child dairies (http://www.timeuse.org/sitesrdiles/1796/youth-supplement.pdf) will assist
users in consideration of how to plan analysihefdaily activities of the younger contributors
to the MTUS archives.

As well as being simple to use, the Simple Fil® adssimple to create. CTUR chose not to in-
clude complex variables that can be time consurtongroduce (such as the identifiers map-
ping diaries between household members) — therghyfisantly reducing the staff training and
total time required to add new surveys (or to uggralder surveys). In future, CTUR will fol-
low two data inclusion strategies:

= a precursor to full inclusion conversion that eealdome surveys to be released in the sim-
ple format more rapidly, but which also facilitatedi episode level conversion later (this
process involves making only those episode andafgdjregate file variables required for
the Simple File — a single algorithm produces thepge File format from the full MTUS
files. This conversion procedure produces just ghoof the full files to permit this algo-
rithm to create the Simple File version of a sujyend

= a Simple File only-conversion to include some fayfrdatasets we are not likely to other-
wise have resources to fully convert.

In consequence, the Simple File maximises the rafigevailable countries and time periods
for researchers exploring changes in daily behasiou

The time use research field has grown considerabtgcent years, as evidenced by the rising
volume of new time use publications, numbers ofpbegoining the International Association
for Time Use Research e-mail list, and the expapdamge of countries conducting national
time use surveys. The MTUS archive offers a baganst which researchers can monitor
changes in behaviour trends over time, as welkasss the potential impacts of changes in the
way time use surveys are collected over time. TAH&JB Simple File both provides a straight-
forward entry point to time use research for peap&v to the field, while also facilitating
ready access to production of basic statisticexperienced users. This new file structure also
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will facilitate the more rapid release of more ®yw in the MTUS format. If you are not al-

ready an MTUS user and wish to explore the arclageess is free for all academic and policy
researchers, and can be arranged following thestragon process on the MTUS website
(http://www.timeuse.org/mtus/register), With théesse of the Simple File, the MTUS project
has come full circle in finding a way to make thestof early efforts and principals while also
facilitating the future expansion of MTUS resources
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THE 2014-2018JNITED KINGDOM TIME USE SURVEY

Kimberly Fisher
University of Oxford

Jonathan Gershuny

University of Oxford

The April 2013 meeting of the Eurostat Working Rayh Time Use Surveys in Luxembourg
offered depressing news for researchers interéstedily activities in the United Kingdom. At
that time, the UK appeared on the list of countieth no plans to conduct a second round
Harmonised European Time Use Survey (or any othren bf official national population sam-
ple time use survey). While a range of factors damepl enthusiasm for further time use sur-
veys in official circles, the Centre for Time Usedearch at the University of Oxford has pur-
sued a range of avenues to ensure the collectioardémporary time diary surveys in the UK.
By the start of 2013, CTUR had formed collaboratianith partners and raised funding for
time use components in two longitudinal surveysgéftber with the Centre for Longitudinal
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Studies at the University of London Institute ofugdtion (which, among other projects, man-
ages the British Millennium Cohort Survey, MCS), UR raised resources to add a time diary
to the battery of instruments the MCS participamtscomplete during the age 14 fieldwork in
2014. CTUR also is collaborating with the Institdide Social and Economic Research at the
University of Essex to design a time diary whichl e part of the innovation panel of the Un-
derstanding Society UK Household Longitudinal Studfich also will go into the field in
2014.

CTUR Director Jonathan Gershuny recently securBdrapean Research Council (ERC) Ad-
vanced Grant to fund a five-year time use reseprogramme at CTUR, and now, thanks to a
£3.7 million grant from the UK Economic and Sodrasearch Council, CTUR has the funding
to conduct a new national sample time use surveiienUnited Kingdom following the 2008
second phase Harmonised European Time Use Surk#y/BUS) guidelines issued by Euro-
stat. Tenders for conducting fieldwork will be reeel by the end of December 2013. The new
ESRC funding also will support continued improveseio the Multinational Time Use Study
(MTUS), as well as supplementing diaries samplék accelerometers, “SenseCam” technolo-
gy (which provides a continuous video record ofiaist's experiences throughout the diary
day), and potentially other additional devices. &®Ttbon will be advertising for several new
posts to work on time diary data collection andysia.

CTUR staff currently are designing of the new UK'HES instruments, with aims to optimise
compatibility with the current second round HETUSjgect, with the 2000-01 first round UK
HETUS, as well as with the longer sequence of Uta dathe Multinational Time Use Study.
A subsample of the new UK HETUS households will ptate an affect field in their time dia-
ry alongside the activity and activity-context rejpmy. The ESRC grant requires this new sur-
vey to enter the field in April 2014, and for datallection to continue through March 2015.
This survey will collect two diaries from all hodsdd members aged 8 and older in sampled
private households, one diary on a week day or tsohool day, and one diary on a weekend
or non-work/school day. Diarists will record thastivities in their own words.

As the new UK HETUS fieldwork will overlap the cetition of time diaries in the two longitu-
dinal surveys (the Millennium Cohort Survey and ®rsianding Society), those who analyse
this data will have a chance to compliment diarglgsis with longitudinal evidence. The UK
HETUS survey design process already includes paéipar for distribution to researchers
through the MTUS, the TUS-X extract system (inethCTUR is collaborating with the Mary-
land Population Research Centre and the Minnesopall&ion Centre to provide customised
variable construction and file download facilitieahd through the UK Data Archive. 2014 and
beyond will offer many new research opportuniti@sthose with an interest in daily behaviour
in the UK.
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KEEPING AN EYE ON TIME USE IN THE NETHERLANDS — TOWARDS NEW TRENDS

Mariélle Cloin

Research Sector Care, Emancipation and Time Use

The Netherlands Institute for Social Research

The Dutch Time Use Survey is unique in its longetispan: between 1975 and 2005, data were
collected every five years. During that period, tethod of data collection has remained large-
ly unchanged. Owing to this long tradition, changesime use could be followed over dec-
ades. Nevertheless, given the specific method ubedresults were not readily comparable
with the results of research in other countries.

That situation has changed. The 2005 round usenhétieod that had been usual in the Nether-
lands up to that point; in 2006, the survey wasiedrout following the Harmonised European
Time Use Surveys guidelines (Hetus) (European Conities, 2009). After comparing the two
surveys (see Kamphuis et al., 2009, in Dutch) #w@sibn was made to follow the Hetus guide-
lines in the future. The results of this 2006 Duidime Use Survey were also published in in-
ternational comparative study (Cloin, 2012). In &a2011, new fieldwork (in collaboration
with Statistics Netherlands (cbs)) began, in acaonce with the Hetus guidelines. For the TBO
2011, a representative sample of the Dutch popuatf just under 2000 respondents (10 years
and older) filled out a diary for seven consecutilgs, recording their activities in their own
words. Afterwards, the activities were coded ushregHETUS harmonized coding frame.

Based on the Dutch Time Use Survey (Tijdsbestedimgsrzoek, TBO 2011), a new report is
published on November 26013 by the Netherlands Institute for Social Reseq SCP, fo-
cusing on time use in the Netherlands. The emplasis the results for the period 2006-2011.
Since different research methods were followedaupnd including 2005, the years 2005 and
2006 represent a double measurement. The dathdoyears 1975-2005 are included only in
order to make it possible to study whether tremdsme use span a longer period, whether ear-
lier trends come to a halt or begin moving in tippasite direction. The findings relate to the
Dutch population aged 12 years and older.

Time use in the Netherlands 2006-2011 — less timeldligations and no further decline in free
time

On balance, the Dutch spent less time on obligatinr2011 than in 2006. In the population
aged 12 years and older, there is a reduction #218 to 41.2 hours per week (table 1). For the
busier 20-64 year-olds, the reduction is from 46.45.9 hours per week. The long series of
time use surveys (starting in 1975) has never beftrown a significant reduction in the
amount of time spent on obligations. Although thewgh in this category of time use slack-
ened somewhat after the turn of the millennium, rdduction between 2006 and 2011 marks
the first actual decline. Also another ‘constamvelopment in time use has come to a halt: free

! hitp://lwww.scp.nl/Publicaties/Alle_publicatieskticaties_2013/Met_het_oog_op_de_tijd with a sunynar

English
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time is no longer decreasing. Especially aroundttine of the millennium there was a reduc-
tion in the weekly amount of free time.

Table 1
Time use, Dutch population< 12 years —
1975-2005 and 2006-2011 (in hours per week)

1975 1980 1985 1990 1995 2000 2005 2006 2011

obligatory time 40,7 40,8 40,7 42,0 426 439 44328 4172
personal time 76,3 768 753 755 750 766 76269 77,7
free time 479 47,0 490 47,2 47,3 448 44,7 46,97,84

Bold: difference between 2006 and 2011 is signifi¢p < 0.05)
a. The total doesn't add up to 168 hours, becdusente unspecified time use activities and
general categories such as filling in the diarg (iours a week in 2006 and 1.3 hours
per week in 2011 in total) Source: SCP (TBO'75-'T8B0 2006) SCP & CBS (TBO 2011),
own calculations.

Less cleaning and cooking

Where are people saving time and which people leg?t The reduction in obligatory tasks

derives not from a reduction in paid work but ie ttme spent on household chorus. Dutch
people spent an average of 2.4 hours per weelotege household in 2011 (and especially the
more routine domestic tasks such as cooking, algataundry, etc.) than in 2006 (17.9 hours
in 2011 versus 20.3 hours in 2006). The reductsordtually slightly greater among 20-64

year-olds (not in table). Both men and women (iopprtion to their input) spent less time on

the household. The biggest reduction in time spenthese tasks is in households with young
children aged up to four years and households ehildren of secondary school age (12-17
years). In addition, people with part-time jobs3d.-hours per week paid work) and people who
are not in paid work, in particular, have redudssldmount of time devoted to household tasks.

Table 2
Time spent on study, paid work, household tasks anchildcare,
Dutch population > 12 years, 1975-2005 and 2006-2011 (in hours perekg

1975 1980 1985 1990 1995 2000 2005 2006 2011

study 6,7 7,3 7,2 6,9 6,4 5,5 5,7 3,1 3,7
paid work 148 140 141 166 17,3 194 19,7 19,39,61
Household & child care 19,1 19,5 194 185 18,9 019,189 20,3 17,9

Bold: difference between 2006 and 2011 is signifi¢pa < 0.05)
a. The total doesn't add up to 168 hours, becdusente unspecified time use activities and
general categories such as filling in the diary (lours a week in 2006 and 1.3 hours
per week in 2011 in total) Source: SCP (TBO'75-'T8B0 2006) SCP & CBS (TBO 2011),
own calculations.
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There was no net change in the amount of time eeviat paid work. That, too, is a break with

the past: for a long time, the time spent on paidkwncreased steadily. Now, this is the case
only for some groups in society: parents with yoehgdren (up to four years old) and people

who already work full-time (35 hours per week orrgjo Since parents with young children

have also made a bigger than average reductidreiarmount of time spent on household tasks,
the total amount of time devoted to obligatory tas&kmains unchanged. The reduction in the
amount of time spent on the household by full-twarkers is not enough to compensate for
the increase in time spent on paid work, and assaltrthey have two hours per week' more
obligations in 2011 than in 2006.

Personal and free time

The Dutch spend an average of 77.7 hours per wegbkecsonal time in 2011 (see table 1),
making this the largest time use category. A suitistiaproportion of this time is taken up with
sleeping, on which the average Dutch person agegeafs and older spends 59.5 hours per
week. The time spent on eating and drinking hasine@d unchanged in recent years.

In an average week, Dutch citizens aged 12 yearoler have 47.8 hours' free time (table 1).
Men have more free time than women and parentgoafn@) children have less free time than
average. Full-time workers have almost two hounsvpeek less free time per week in 2011
than in 2006, which is in line with the observatitiat their time spent on obligations has in-
creased by two hours. By contrast, people who donaok or who work part-time have ac-
quired more free time.

The amount of time devoted to media and ICT in@dasom 19.6 hours to 20.9 hours per
week between 2006 and 2011. In line with expeatatithe use of the Internet and/or comput-
ers has increased, from 2.8 hours to four hoursveek. But watching television also increased
from 12.7 hours to 14 hours per week: the abilitymatch television on mobile devices and
also to watch missed programmes via 'on demandmigy have contributed to this increase.
Reading newspapers, magazines or books showedharfutecline over the period (from 3.9
hours to 2.5 hours per week). The time spent orakoeontacts (including online, e.g. via social
media) fell from 8.6 hours per week in 2006 to ffa2irs in 2011. This continues the trend seen
in the period 1975-2005. The time devoted to onfineial contacts is the only form of social
contact to show an increase between 2006 and 20ddgh it is a modest increase. There has
been a further reduction in the use of the telephorrecent years, as well as in visiting others.
People do spend slightly more time going to pardied dinners at other people’s homes, but
this is classified as recreational time: Dutch pedmad an average of 13.5 hours available in
2011 for activities that are classified as recoeatl activities and relaxation. The total time
spent on these activities did not change betwe®® 20id 2011, though some shifts did take
place within this category: people devoted slightigre time to going out and to sport, and
slightly less to other pastimes (such as gamesjiaspgardening, looking after animals, ama-
teur arts). Finally, the Dutch spent an averagevofhours per week on various forms of social
participation in 2011, a figure that has been stébt many years. This includes activities such
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as volunteering, providing informal help to personsgside one's own household and practising
a religion.

People with many obligatory tasks, such as people work full-time, have found their lives
becoming busier, contrary to the general trendoitiesy. People who spend a lot of time on
paid work also set aside less time for volunteeand providing informal support. Older peo-
ple are expected to continue working for longethe Netherlands. Sooner or later, however,
they become involved in providing informal care fioeir partner or for others in their network.
In the light of the government drive in the Netheds for ‘engaged citizens’ who make an ac-
tive contribution to the care and well-being of @ty these developments beg the question of
whether people are able to meet all the expecwt@mng placed on them by the government.
These and other questions will be addressed in@®Rcations based on time use research in
the coming years.
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L IFE-STYLE CONCLUSIONS FROM SYNTHETIC WEEKLY TIME DIARIE S AND
STYLIZED QUESTIONS

Jonathan Gershuny
University of Oxford

John P. Robinson

University of Maryland

This joint project is picking up the long term dission about the correlation between stylized
and weekly diary time use data and offers somedd8ilts.

Generating respondent lifestyle profiles by cotieta(or using data reduction programs like
factor analysis) of respondent estimates of the tiney spend on different activities is a con-
ventional, simple and inexpensive approach to emangihow different people connect their
daily activities in a patterned and meaningful wdgwever, it is subject to potential exaggera-
tion and distortion from the familiar response akesocial desirability, particularly in Western
societies in which “keeping busy” can be a “badfeanor”. In other words, in giving overall
activity time estimates without the normal time swaint of 168 hours a week makes it possi-
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ble or likely that respondents, particularly thegeo consider themselves as “omnivores”, will
give estimates that total more than 168 hours &wEas would also probably lead to higher
correlations between activities that would exaggehaw inter-connected people’s lives actual-
ly are.

The time diary provides a way out of this diffigylsince all activities must sum to exactly 24

hours per day, or when aggregated across daysofi¢kek, to 168 hours per week. The prob-
lem however is that almost all diary studies caltata for single days, which is subject to dis-
tortion because single days vary so much from etioér — particularly between weekdays and
weekend days. Having a week’s worth of diary dtten, helps to smooth out these unwanted
and irregular sources of activity variation to go®va more “normal” or balanced accounting of

time and activity.

However, collecting weekly time diaries is an exgea and cumbersome process. It also runs
the risk of distortion due to survey burden anddeclow response rates, particularly in today’s
presumably overworked and over-scheduled pattefiviofj. However, in the case of the US,
it is possible to exploit an earlier high-qualitiay study to generate a “synthetic” weekly dia-
ry, from a study done at the University of Michigan1975-76 (Juster and Stafford 1985). In
its year-long panel design, respondents were ctaddour times across the year, each time
completing a full 24-hour diary. Two of the diarwsre for a weekday, one for a Saturday and
one for a Sunday. The synthetic week then is gésediay multiplying the weekday diary by
5/2 (to approximate the five weekdays) and addmipé Saturday and Sunday diary figures.

As with any panel study, there was a problem ofarattrition. Of the original 1519 respond-
ents, only about 2/3 remained in the sample fdeast three of the four waves. Nonetheless,
those who dropped out of the sample did not apfeae notably different in their activities
from those who stayed in. These synthetic week data then further adjusted by the archive
analysis staff at the Time Research Centre at thigedsity of Oxford to produce a synthetic
week file, one that better represents all actigityoss a 168-hour week—though still somewhat
underestimating the weekly spread of activitiea assult of the missing three weekdays.

We employ this US 1975 synthetic week diary filegenerate cross-activity correlations to
compare to the parallel correlations generated fnemseparate high-quality surveys in which
respondents gave estimates from “stylized” questisnch as “In the last year did you go out
to the movies?” or “About how many hours a day da personally watch television?”.

The two estimate surveys were unfortunately coretlisbme years after this 1975 Michigan
study, (there is however limited 1975 evidence pontly similar results to those presented
here). These were:

1. The 1982 Survey of Public Participation in the Ai$$°PA), conducted by the US Census
Bureau, which asked more than 100 questions alitartdance at various arts events (e.g.
opera, plays) in the previous year. In order totpist arts exposure into further perspective,
other SPPA questions asked about participatiothardree-time activities, like TV, movie
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going or sports activities. More than 5000 respotslanswered these leisure activity ques-
tions, with a response rate of over 80%.

2. The 1993 General Social Survey (GSS), conductetthdWational Opinion Research Cen-
ter (NORC) at the University of Chicago. The GSS haen conducted since 1972 and is
considered to be the premier monitor of Americatigddrends. The response rate for this
national probability survey was about 75%., witlsaanple of of 1596 respondents aged
18+.

While there are important differences in questi@mrding in the two surveys, both did use the
same activity time frame of the previous year. Rertproblems arise in aligning these ques-
tions with the coding categories in the 1975 d&tndy. However, the main focus of this analy-
sis is not in estimating percentages of particgrgtbut in terms of the correlations across activ-
ities and their inferences about the larger pattérife styles that emerge. In other words, do
people who report more work or TV in their estinsater diaries) spend more time in religious
activities, attending movies, or socializing witthers?

Correlations across ActivitiesThe correlations for the working-age populatidri8-64 focus

on the two activities of work and TV, first becaubkey represent such large and meaningful
amounts of time, and secondly because they areumsghsn common and unambiguous ways
in the GSS and SPPA surveys. Both surveys aske@dmdents the identical question on TV
viewing hours per day (with virtually the same ag of 3 daily hours).

Work Hours The first line in Table 1 for work hours illustes the expected pattern of lower
activity correlation in the 168-hour constrainedeidiary.

In the case of the negative diary correlations.d among those 18-64 (and -12 for all adults)
indicate the time constraint that if one works mboairs, there is less time for religious activi-
ty. In contrast, the low figures of -.01 and .08nfr the GSS estimate question suggest that
working longer hours is not related to (or doesauotstrain) religious practice. Again, that may
be due to those working longer hours being unablesalize that their working longer hours
means they will less time for other activitiesjgin being just one of many non-work activi-
ties they may have to forego.

The same holds true for the next activity in TabJenamely volunteering in the SPPA ques-
tionnaire, which shows a low positive correlatiod3] implying those employed working long-
er hours actually do a little more volunteer wdrkrn those working less. Again that conclusion
is refuted in the weekly diaries, with their negatcorrelation of -.13.

The estimate correlations for event attendanceviies are notably larger (and statistically
significant), ranging between +.09 and +.22, sutjggshat those working (and working longer
hours) are more likely to attend movies, sportsnesjeconcerts and art museums. Again, in
contrast, the diary correlations are not only lowet insignificant, indicating working longer
hours do not affect attending such events.
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Table 1
Activity correlations with work hours — Age 18-64
Work hours

Activity GSS 1993 SPPA 1982 Diary 1975
Organizations

Religion -.01 NA -.10
Volunteer NA

Other organizations NA .03 -.14
Attend

Movies A1 A3 -.01
Sports event 17 14 .05
Concerts/theatre 13 .05 -.04
Art museums .09 .07 -.02
Fitness

Play sports .19 .25 -.09
Exercise 19 .08 -.09
Hunt/fish .08 NA -.02
Camping .10 NA NA
Outdoor NA NA .01

Note: NA = Question not asked,
Source: General Social Survey (GSS) 1993, Survé&ubfic
Participation in the Arts (SPPA) 1982, Weekly diatydy
done at the University of Michigan in 1975-76,
own calculations.

TV Hours The parallel analyses for TV, the main use ot ftine, are arrayed in Table 2.
Again, mainly negative correlations are expectaetmithe “zero-sum” nature of time, in that
an increase in one use of time means that it masfffiset by a decrease in another use of time.
The conclusions here are largely in line with thims€able 2, but the magnitude of the numbers
varies more across activities.

In the first line of Table 2 for religious actives, one does see the type of correspondence
largely absent in Table 2. Both the GSS estimatktla diary show a modest significant nega-
tive correlation of around -.10, suggesting heaviewers go to church less often. That is sug-
gested as well in the diary for volunteer and otbrgranizational activity, but the SPPA esti-
mate question shows a very slight positive con@iatThe next set of attendance estimate
questions does show the expected pattern of negedirrelations for all four GSS events, but
only for movies and sports events in the SPPA etdémuestions, and not for the SPPA ques-
tions on attending concerts or art museums.

This research has compared leisure activity inteetations in two US national studies using
time estimate questions and then compared bothetpatterns of activity correlation found in

weekly time diaries. As expected, it finds consadde convergence in the two studies using
respondent estimates, as correlated with reportell nours and hours watching TV.
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Table 2

Activity correlations with TV hours — Age 18-64
TV hours

Activity GSS 1993 SPPA 1982 Diary 1975
Organizations
Religion -.10(-.09) NA =12
Volunteer NA .04 -.07
Other organizations NA NA -14
Attend
Movies -13 =24 -.01
Sports event -.17 -.21 .05
Concerts/theatre -.19 -.03 -.04
Art museums -.16 -.05 -.02
Fitness
Play sports -.20 -.25 .04
Exercise NA -.14 .04
Hunt/fish -.06 NA -.02
Camping -.18 NA NA
Outdoor NA -14 -.05

Note: NA = Question not asked,
Source: General Social Survey (GSS) 1993, Survé&ubfic
Participation in the Arts (SPPA) 1982, Weekly diatydy
done at the University of Michigan in 1975-76,
own calculations.

Work hours tended to correlate more positively witbst leisure activities, while TV hours
tended to correlate negatively with them. In costiréhe weekly time diary figures for these
activities for both work hours and TV hours tendedorrelate negatively. Moreover, the inter-
correlations of specific leisure activities, likeomes and sports, were also stronger in the re-
spondent estimates.
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Barbera, E. and P. Reimann
Assessment and evaluation of time fac-
tors in online teaching and learning
(2013)

Publisher:IGI Global
ISBN:978-14-666-4651-3

EISBN: 978-14-666-4652-0

DOI: 10.4018/978-1-4666-4651-3
Websitehttp://www.igi-
global.com/book/assessment-evaluation-
time-factors-online/77392

Languages Available€English

This e-book reflects practical advice com-

piled from research into the on-line aca-

demic courses provided by the E-Learn
Center at the Universitat Oberta de Catalu-
nya, Spain, as well as a multi-disciplinary

investigation of the processes that operate
in e-learning environments. The authors
develop measures to reflect successful
learning progress and programme imple-
mentation. Time features throughout the
book. Arrangement of daily activities con-

tribute to the success or failure of e-

learning, and a range of time-based consid-
erations underscore the development of any
successful e-learning programme.
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2011-2012 — Data from the American
Time Use Survey (2013)

Publisher:United States Department of
Labor, Bureau of Labor Statistics

Website:
http://www.bls.gov/news.release/pdf/elcare.
pdf

Languages AvailableéEnglish

From 2011, the American Time Use Survey
introduced a secondary eldercare module,
repeated subsequently, asking respondents
if they provide care to a person aged 65 or
older who needs help with daily activities.
If respondents report providing such care,
as the ATUS does not collect general sec-
ondary activity information, the interviewer
then asks if they did any secondary activity
elder care during the diary day. If the re-
spondents answer affirmatively, the inter-
viewers goes through the diary episode by
episode to ask when this secondary care
took place. This report is the first official
publication using this elder care infor-
mation. The BLS reports that roughly 16%
of the US population provides elder care at
any given point, and around one quarter of
carers are looking after an older person on
any given day. Most people providing elder
care are women aged 45-65. This report
expands on the profile of carers and offers
insights into the implications for other ac-
tivities when people provide elder care.
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Von der Guter- zur Aktivititenékonomie

— Zeitnutzung und endogene Préaferenzen
in einem Konsummodell , From goods
based to activity based economics — Time
use and endogenous preferences in a con-
sumption modelnous preferences in a
model of consumption (2013)

Publisher:Springer Gabler
ISBN:978-3-658-04190-8
EISBN:978-3-658-04191-5

DOI: 10.1007/978-3-658-04191-5
Website:
http://www.springer.com/springer+gabler/b
wl/book/978-3-658-04190-8

Languages AvailableGerman

This hard copy and e-book, based on Dr.
Fellner's doctoral research, expands eco-
nomic theories of the dynamics of con-
sumption to add time constraints alongside
financial resources and need (or perceived
lack) of goods. People who have limited
capacity to add consumption time in their
daily schedules are less responsive to
changes in prices than those with more flex-
ible time schedules (as well as the financial
income and the desire to change their con-
sumption patterns). This book demonstrates
the central role that time plays in individual
as well and household engagement with the
exchange of goods and services.
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Zedda, R. and S. Stabilini (eds.)
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(2013)

Contributing AuthorsBoulin, J.-Y., Colle-
oni, M., Eldridge, A., Henckel, D.,
Rodriguez Gutiérrez, F., Gwiazdzinski, L.,
Kodnecke, B., Kuoppa, J., Mareggi, M.,
Mayr, A., Miciukiewicz, K., Muckenberger,
U., Pottharst, M., Radicchi, A., Radoccia,
R., Roberts, M., Stabilini, S., Thomaier, S.,
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Languages AvailableéEnglish

This book reflects contributions from a
range of European academics working in
the fields of architecture and design as well
as social sciences who explore the relation
between urban environments and daily be-
haviour in France, Germany and Italy. The
twenty chapters make use a range of time
use data to varying degrees to explore is-
sues from use of public places, behaviours
of teenagers, effects of working on Sundays
on daily activities, night-time activities, and
how public policies influence daily activi-
ties in cities.
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Canada, South America, and Europe
(2013)

Contributing AuthorsAntonopoulos, R.,
Fisher, K., Gershuny, J., Gracia, P., Harvey,
A. S., Hoemke, M., Won Lee, C., Liddle, J.,
Masterson, T., Michelson, W., Millward,

H., (Fredberg) Molén, M., Patulny, R., Rob-
inson, J. P., Shahbazian, R., Sepahvand, M.,
Spinney, J., Suen, Y.-T., Sullivan, O., and
A. Zacharias

Publisher:Deakin University
ISBN:978-1906040895

Languages AvailableéEnglish

This publication offers summaries of thir-
teen papers in production following the
2012 IATUR conference in Matsue, Japan.
This volume covers some new fashions in
the field: time use in recession, co-presence,
for whom activities take place, domestic
activities in households that outsource some
domestic tasks to paid help, and compara-
tive analysis of time and income poverty.
The volume also covers longer standing
research interests - cross-national compari-
sons, parenting, health, transport, national
time use reports, and new areas in the field,
including the environmental impact of be-
haviours, and time use among same sex
couples.
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Plus souvent seul devant soRcran —
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screens) (2013)

Publisher:INSEE

ISSN:0997 — 3192

Website:
http://lwww.insee.fr/fr/ffc/ipweb/ip1437/ipl
437 .pdf

Languages Availabldzrench

This report uses the historical range of na-
tional French time use surveys to chart
screen time in that country. INSEE reports
that time in front of screens during non-
working hours has increased significantly
over recent decades. Television viewing
grew steadily until the turn of the millenni-
um, and since has plateaued. More recently,
computer screen time has risen steadily,
though the television remains the main
source of screen time. This report explores
the demographic, occupation, and employ-
ment status differences in screen time, not-
ing an overall trend of people spending
more time alone in front of screens.
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Languages AvailableéEnglish

This report offers the first set of interna-
tional guidelines for the collection and re-
porting of official statistics on subjective
well-being to measure changes in quality of
life within countries and to compare well-
being between countries. These guidelines
reflects the culmination of the research and
consultation exercises conducted by the
OECD as a part of its Better Life Initiative
started in 2011. The guidelines cover a
range of measures across 11 domains, and a
range of question styles. One of the areas
highlighted in the report is the need to
measure work-life balance and daily time
use patterns associated with different on the
day affect responses.

Schulte, B.
Overwhelmed — Work, love, and play —
When no one has the time (2014)

Publisher:Sarah Crichton Books
ISBN:978-03-742-2844-6
Languages AvailableEnglish

Washington Post journalist and mother
Brigid Schulte explores the work-life bal-
ance struggle which working parents in the
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USA face trying to schedule tasks they as-
pire to achieve as that country emerges
from recession. As part of her research,
Schulte attended the 2010 IATUR confer-
ence in Paris, where she interviewed a
number of prominent authors in the field.
She offers a hilarious account of dining out
with  John Robinson and Jonathan
Gershuny. Though aimed at a general rather
than an academic audience, this book does
address the current debates in the time use
literature relating to gendered divisions of
work and the structure of contemporary
work and family life patterns in the USA
and European countries.

Sonck, N., and H. Fernee
Using smartphones in survey research —
A multifunctional tool (2013)

Publisher:Sociaal en Cultureel Planbureau
ISBN:978-90-377-0669-7

Website:
http://mwww.scp.nl/english/Publications/Publ
ica-

tions_by year/Publications_2013/Using_sm
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Languages AvailableEnglish

As the smartphone and related mobile de-
vices spread to near ubiquitous presence in
many countries, this book reports on exper-
iments conducted by the Netherlands Insti-
tute for Social Research (SCP) and the re-
search institute CentERdata at Tilburg Uni-

versity to harness the opportunities these
devices present to time use researchers
through diaries collected via apps. SCP
builds on a long history of time diary re-
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search which spans back to 1975. This book
explores practical data collection challenges
as well as new opportunities from GPS

tracking and time-logged data which mobile

devices collect, and explores data collection
issues that will shape the future of time use
research.
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This report draws on household production
data compiled by the collaboration of Sta-
tistics Finland and the National Consumer
Research Centre in 2001, 2006, and 2009 to
monitor changes in the production of goods
and services by households in Finland. Only
a fraction, roughly €12.5 billion of €82.6
billion worth of the goods and services
which Finns produce annually, are meas-
ured by the System of National Accounts
(SNA) and GDP. This report compiled a
Satellite Account of Household Production,
and then explores how households with
different  demographic  characteristics
adapted production patterns to the recent
economic downturn.
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This book explores changes in the daily
activity patterns of working women in Eu-
ropean and North American countries. Wolf
argues that in previous decades, most work-
ing women faced similar challenges from
discrimination in the workplace and expec-
tations of their activities in the home which
resulted in a number of common experienc-
es for all working women. She uses time
use as well as a range of other data sources
to argue that working women's lives have
developed along diverging trajectories. On
the one hand, some more skilled labour and
educated professional women have moved
closer to male-style day schedules both by
shaping workplaces to accommaodate their
needs and by using paid outsourcing or de-
layed family life to meet working demands,
which in turn has lead to the increasing so-
cial status of these women. On the other
hand, women working in sectors where
part-time employment predominates to fa-
cilitate mixing unpaid family activities with
paid employment face continued truncated
career and social capital development pro-
spects. Wolf explores the potential social
consequences of a growing gulf between
these groups of working women.
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New guidelines for harmonizing time use surveys

A major contribution to the time use survey litewat guiding future data collection, official
reporting of survey results, and policy analysisgsime use data, will be released soon by the
United Nations Economic Commission for Europe (Gan&witzerland). The time use com-
munity should look out for these new Guidelines Harmonizing Time-Use Surveys, which
will be released in the coming weeks following publication of this volume.
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